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Nonautonomous Controllers and Output Regulation of Unknown
Harmonic Signals for Regular Linear Systems

Lassi Paunonen and Sepideh Afshar

We introduce general results on well-posedness and output reg-
ulation of regular linear systems with nonautonomous controllers.
We present a generalization of the internal model principle
for time-dependent controllers with asymptotically converging
parameters. This general result is utilised in controller design
for output tracking and disturbance rejection of harmonic signals
with unknown frequencies. Our controller can be flexibly com-
bined with different frequency estimation methods. The results
are illustrated in rejection of unknown harmonic disturbances
for a one-dimensional boundary controlled heat equation.

Index Terms—Distributed parameter systems, output regula-
tion, time varying systems, uncertain systems.

I. INTRODUCTION

Asymptotic output tracking and disturbance rejection,
jointly called output regulation, is an important control objec-
tive in many engineering applications. For a given reference
signal yref (t) and a class of external disturbance signals wdist(t)
the output y(t) of the controlled system is required to satisfy

∥y(t)− yref (t)∥ → 0, as t → ∞.

This control problem has been studied extensively for infinite-
dimensional systems [6], [16], [17], [21], [24], [27], [30] and
controlled partial differential equations (PDEs) [2], [12], [18].

In the classical output regulation problem the reference and
disturbance signals are assumed to have the forms

yref (t) = a0 +

q∑
k=1

(ak cos(ωkt) + bk sin(ωkt)) (1a)

wdist(t) = c0 +

q∑
k=1

(ck cos(ωkt) + dk sin(ωkt)), (1b)

where the frequencies 0 = ω0 < ω1 < . . . < ωq are
assumed to be known and the amplitudes (ak)

q
k=0, (bk)

q
k=1,

(ck)
q
k=0, and (dk)

q
k=1 may be unknown. In this paper we

study a more challenging version of the control problem
where also the frequencies (ωk)

q
k=1 are unknown. For finite-

dimensional linear and nonlinear systems the case of unknown
frequencies has been studied in [8], [20], [31], [42], [43] using
adaptive internal models. Controllers have also been designed
for selected PDE models, in particular, 2× 2 hyperbolic sys-
tems [2], a Kirchoff plate [28], and a 1D boundary controlled
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heat equation [15]. Our focus is on output regulation for
linear distributed parameter systems, and for such systems our
problem has only been studied in [38], [39] under restrictive
structural assumptions. We study a considerably larger class
of systems, namely regular linear systems [32], [40]

ẋ(t) = Ax(t) +Bu(t) +Bdwdist(t), x(0) = x0 (2a)
y(t) = CΛx(t) +Du(t) +Ddwdist(t), (2b)

on a Hilbert space X (see Section II for detailed assumptions).
Regular linear systems can be used in controller design for a
wide range of PDE models with boundary control and obser-
vation, e.g., one-dimensional convection-diffusion equations,
wave equations, beam equations, as well as multi-dimensional
heat equations [5].

As our ultimate contribution we introduce a controller
design method for output regulation of signals (1) with
unknown frequencies, amplitudes and phases. In particular,
we introduce a dynamic error feedback controller with a
time-varying internal model based on estimates (ω̂k(t))

q
k=1

of the frequencies in (1). The controller design leads to a
nonautonomous dynamic error feedback controller

ż(t) = G1(t)z(t) + G2(t)(y(t)− yref (t)), z(0) = z0 (3a)
u(t) = K(t)z(t) (3b)

on a Hilbert space Z. Here G2(·) ∈ L∞(0,∞;L(Cp, Z)) and
K(·) ∈ L∞(0,∞;L(Z,Cm)) and G1(t) may contain an un-
bounded time-varying part (see Assumption II.2). The analysis
of well-posedness of the closed-loop system consisting of (2)
and (3) is highly nontrivial for unbounded operators B and
C. As our first main result we prove that the closed-loop
system has a well-defined mild state and output determined by
bounded input/output maps. We achieve this result by express-
ing the time-varying closed-loop system as a nonautonomous
output feedback of an autonomous regular linear system and
by employing the nonautonomous feedback theory developed
by Schnaubelt in [29]. Besides output regulation, the well-
posedness result in Section III is also applicable in the study
of other control problems with nonautonomous controllers.

In Section IV we introduce general theory for output
regulation in the situation where the controller parameters
(G1(t),G2(t),K(t)) — especially the internal model — con-
verge to a limit (G∞

1 ,G∞
2 ,K∞) as t → ∞. As our main

result we show that if the autonomous “limit controller”
(G∞

1 ,G∞
2 ,K∞) contains an internal model [14], [26] of the

true frequencies (ωk)k and the closed-loop system is exponen-
tially stable, then the controller achieves output regulation.

In Section V we introduce our controller for output reg-
ulation of signals (1) with unknown frequencies. We begin
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by introducing a general controller structure with a time-
varying internal model and an observer part for closed-loop
stabilization. The controller also includes an auxiliary output
yaux(t) for estimation of the frequencies (ωk)k in (1). One of
the key features of our controller is that yaux(t) is by design
independent of the time-varying parts of the controller, and
therefore the convergence of the frequency estimates in the
internal model can be completed separately of the analysis of
the closed-loop dynamics. In particular, our controller is not
restricted to a single estimation method, but can instead be
combined with any method which can identify (ωk)k based
on the output yaux(t). As the final part of the controller design
we present an online tuning algorithm for the stabilization of
the nonautonomous closed-loop system and for guaranteeing
the output tracking. In Section V-C we analyse the robustness
properties of the controller with respect to perturbations in
the system (A,B,C,D). The detailed robustness properties
depend on the chosen frequency estimation method due to
the effect of the perturbations on yaux(t). Our main result
shows that for sufficiently long update intervals our controller
achieves approximate output regulation despite small pertur-
bations provided that the frequency estimates approximate the
true frequencies (ωk)k with sufficient accuracy. We illustrate
the controller design in Section VI in adaptive output regula-
tion for a boundary controlled heat equation with uncertainty.

The main difference compared to the references [2], [15],
[28] which have studied control of individual PDE models
is that our results are applicable for abstract regular linear
systems and various PDEs within this class. Moreover, in [2]
(ωk)

q
k=1 are estimated from the tracking error signal. Our use

of the auxiliary output yaux(t) is inspired by the “residual
generator” in [8, Sec. 4] (a similar signal is used in [15]).
A preliminary version of Theorem IV.2 was presented in [1].

Notation. If X and Y are Hilbert spaces, then the space of
bounded linear operators A : X → Y is denoted by L(X,Y ).
The domain, kernel, and range of A : D(A) ⊂ X → Y
are denoted by D(A), N (A), and R(A), respectively. The
resolvent operator of A : D(A) ⊂ X → X is defined as
R(λ,A) = (λI −A)−1 for those λ ∈ C for which the inverse
is bounded. The inner product on X is denoted by ⟨·, ·⟩X .
By Lp(0, τ ;X) and L∞(0, τ ;X) we denote, respectively, the
spaces of p-integrable and essentially bounded measurable
functions f : (0, τ) → X . For f ∈ L∞(0,∞;X) we denote
∥f(t)∥ → 0 as t → ∞ if ess sups≥t∥f(s)∥ → 0 as t → ∞.
If A : D(A) ⊂ X → X generates a strongly continuous
semigroup T (t) on X , we define X1 = D(A) equipped with
the graph norm of A and define X−1 as the completion of X
with respect to the norm ∥x∥−1 := ∥(λ0 − A)−1x∥X for a
fixed λ0 ∈ ρ(A). Then A extends to an operator X → X−1

(also denoted by A) and this extension generates a semigroup
(also denoted by T (t)) on X−1 [34, Sec. 2.10].

II. PRELIMINARIES AND STANDING ASSUMPTIONS

A. Background on regular linear systems
Let X , U , and Y be Hilbert spaces and consider

ẋ(t) = Ax(t) +Bu(t), x(0) = x0 ∈ X (4a)
y(t) = CΛx(t) +Du(t) (4b)

on X , where the operator A : D(A) ⊂ X → X is assumed
to generate a strongly continuous semigroup T (t) on X and
B ∈ L(U,X−1), C ∈ L(X1, Y ) and D ∈ L(U, Y ). Here
CΛ : D(CΛ) ⊂ X → Y is the Λ-extension of C such that
D(CΛ) := {x ∈ X | limλ→∞ λCR(λ,A)x exists } and

CΛx = lim
λ→∞

λCR(λ,A)x, ∀x ∈ D(CΛ).

The operator B is an admissible input operator for the semi-
group T (t) if

∫ τ

0
T (t−s)Bu(s)ds ∈ X for all u ∈ L2(0, τ ;U)

and τ > 0 [35, Sec. 3]. Moreover, C is an admissible output
operator for the semigroup T (t) if there exist τ, γ > 0 such
that ∥CT (·)x∥L2(0,τ) ≤ γ∥x∥ for all x ∈ D(A) [35, Sec. 3].

Assumption II.1. For some Hilbert spaces X , U and Y the
operators (A,B,C) have the following properties.
(1) A : D(A) ⊂ X → X generates a semigroup T (t) on X .
(2) B ∈ L(U,X−1) and C ∈ L(X1, Y ) are admissible.
(3) R(R(λ0, A)B) ⊂ D(CΛ) for some λ0 ∈ ρ(A).
(4) supReλ≥β∥CΛR(λ,A)B∥ < ∞ for some β > 0.

If (A,B,C) satisfy Assumption II.1 and D ∈ L(U, Y ),
then (4) is a regular linear system by [35, Thm. 5.6] and its
transfer function is given by P (λ) = CΛR(λ,A)B+D. In this
situation we write “(A,B,C,D) is a regular linear system”.

B. Assumptions on the system and the controller

We consider a regular linear system of the form (2) on a
Hilbert space X , where x(t) ∈ X , u(t) ∈ Cm, y(t) ∈ Cp,
and wdist(t) ∈ Cnd are the system’s state, input, output, and
external disturbance, respectively. In particular, the number
of outputs of the system is p ∈ N, and B ∈ L(Cm, X−1),
Bd ∈ L(Cnd , X), C ∈ L(X1,Cp), Dd ∈ Cp×nd . The
operators Bd ∈ L(Cnd , X) and Dd ∈ Cp×nd are allowed
to be unknown. We assume that (A,B,C,D) satisfy Assump-
tion II.1. Since Bd ∈ L(Cnd , X), also (A, [B,Bd], C, [D,Dd])
is a regular linear system. The transfer function of (2) (from u
to y) is denoted by P (λ) = CΛR(λ,A)B +D for λ ∈ ρ(A).

We make the following assumptions on the parameters of
the dynamic error feedback controller (3).

Assumption II.2. For almost every t ≥ 0 we have

G1(t)z = G∞
1 z + G∞

11∆G1(t)z

D(G1(t)) = { z ∈ Z | G∞
1 z + G∞

11∆G1(t)z ∈ Z },

where G∞
1 : D(G∞

1 ) ⊂ Z → Z generates a strongly
continuous semigroup on Z, G∞

11 ∈ L(Uc, Z−1) for some
Hilbert space Uc is an admissible input operator for this semi-
group, and ∆G1(·) ∈ L∞(0,∞;L(Z,Uc)). Moreover, G2(·) ∈
L∞(0,∞;L(Cp, Z)) and K(·) ∈ L∞(0,∞;L(Z,Cm)).

In Section V the controller will contain additional dynamics
for estimation of (ωk)k in (1), but in our control scheme the
convergence of the frequency estimates is analysed separately.

We can formally express the closed-loop system consisting
of (2) and (3) with state xe(t) = [x(t), z(t)]T ∈ Xe := X×Z
and input we(t) = [wdist(t)

T , yref (t)
T ]T ∈ Cnd+p as

ẋe(t) = Ae(t)xe(t) +Be(t)we(t), xe(0) = xe0 (5a)
e(t) = Ce(t)xe(t) +Dewe(t) (5b)
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where e(t) = y(t)− yref (t), De = [Dd, −I] ∈ Cp×(nd+p),

Ae(t) =

[
A BK(t)

G2(t)CΛ G1(t) + G2(t)DK(t)

]
Be(t) =

[
Bd 0

G2(t)Dd −G2(t)

]
, Ce(t) =

[
CΛ, DK(t)

]
,

and D(Ae(t)) = { [x, z]T ∈ D(CΛ) × D(G1(t)) | Ax +
BK(t)z ∈ X }. The existence of well-defined mild state xe(t)
and output e(t) of (5) are proved in Section III.

III. WELL-POSEDNESS OF THE CLOSED-LOOP SYSTEM

In this section we will prove that the closed-loop system
is well-posed in the sense that for the initial state xe0 =
[x0, z0]

T ∈ Xe and for we ∈ L2
loc(0,∞;Cnd+p) the equa-

tions (5) have a well-defined mild state and output

xe(t) = Ue(t, 0)xe0 +Φt,0
e we (6a)

e(t) = (Ψ0
exe0)(t) + (F0

ewe)(t), (6b)

where Ue(t, s) is a strongly continuous evolution family [29,
Def. 2.1] and (Ue,Φe,Ψe,Fe) is a well-posed nonautonomous
linear system [29, Def. 3.6]. We will show that Ue(t, s) is
related to (Ae(t))t≥0 through a natural perturbation formula
and that the mappings

Φt,s
e we =

∫ t

s

Ue(t, r)Be(r)we(r)dr (7a)

(Ψs
ex)(t) = Ce(t)Ue(t, s)x (7b)

(Fs
ewe)(t) = Ce(t)

∫ t

s

Ue(t, r)Be(r)we(r)dr +Dewe(t) (7c)

are well-defined for all s ≥ 0 and a.e. t ≥ s and have appropri-
ate boundedness properties (see Theorem III.2). In particular,
xe(·) ∈ C([0,∞);Xe) by [29, Def. 2.1 & Prop. 3.5(2)].

We prove the closed-loop well-posedness using the nonau-
tonomous feedback theory in [29, Sec. 4]. More precisely, we
will express the system (5) as a part of a system obtained from
an autonomous regular linear system (A∞

eo, B
∞
eo , C

∞
eo , D

∞
eo)

under a combination of (i) autonomous output feedback with
feedback operator ∆0, (ii) parallel interconnection with a
feedthrough operator Dadd

e and (iii) nonautonomous feedback
with feedback operators ∆(t) (see Figure 1).

F∞
eo

∆0

Dadd
eo

∆(t)

Fig. 1. The nonautonomous feedback structure.

We let G∞
2 ∈ L(Cp, Z) and K∞ ∈ L(Z,Cm) and define

∆G2(·) = G2(·) − G∞
2 ∈ L∞(0,∞;L(Cp, Z)) and ∆K(·) =

K(·) −K∞ ∈ L∞(0,∞;L(Z,Cm)). We denote Uee = U ×

Ud×Y ×Uc×Z and Yee = Y ×U ×Z and define D(A∞
eo) =

D(A)×D(G∞
1 ), D(C∞

eo ) = D(CΛ)× Z,

A∞
eo =

[
A 0
0 G∞

1

]
, B∞

eo =

[
B Bd 0 0 0
0 0 −G∞

2 G∞
11 I

]

C∞
eo =

CΛ 0
0 K∞

0 I

 , D∞
eo =

D Dd 0 0 0
0 0 0 0 0
0 0 0 0 0

 .

Our assumptions on (A, [B,Bd], C, [D,Dd]) and G∞
11 imply

that (A∞
eo, B

∞
eo , C

∞
eo , D

∞
eo) is a regular linear system with

input space Uee and output space Yee. The operator C∞
eo :

D(C∞
eo ) ⊂ Xe → Yee coincides with the Λ-extension of

C∞
eo : D(A∞

eo) ⊂ Xe → Xe. We define ∆0 ∈ L(Yee, Uee)
and Dadd

eo ∈ L(Yee, Yee) by

∆0 =


0 I 0
0 0 0
−I 0 0
0 0 0
0 0 0

 , Dadd
eo =

0 0 −I 0 0
I 0 0 0 0
0 0 0 0 0

 . (8)

Since I −D∞
eo∆0 ∈ L(Yee) is boundedly invertible, ∆0 is an

admissible output feedback operator for (A∞
eo, B

∞
eo , C

∞
eo , D

∞
eo).

The results in [40] and [32, Sec. 7.5] imply that first applying
output feedback with operator ∆0 and subsequently adding a
parallel connection with the (constant) transfer function Dadd

eo

produces a regular linear system (A∞
e , B∞

ee , C
∞
ee , D

∞
ee) with

A∞
e = A∞

eo +B∞
eo∆0(I −D∞

eo∆0)
−1C∞

eo (9a)

B∞
ee = B∞

eo (I −∆0D
∞
eo)

−1 (9b)

C∞
ee = (I −D∞

eo∆0)
−1C∞

eo (9c)

D∞
ee = (I −D∞

eo∆0)
−1D∞

eo +Dadd
eo . (9d)

where D(A∞
e ) = {xe ∈ D(CΛ) × Z | A∞

e xe ∈ Xe } and
D(C∞

ee ) = D(C∞
eo ) = D(CΛ) × Z. We denote by Te(t) the

strongly continuous semigroup generated by A∞
e and by F∞

ee

the extended input-output map of (A∞
e , B∞

ee , C
∞
ee , D

∞
ee).

We define ∆(·) ∈ L∞(0,∞;L(Yee, Uee)) and Pin ∈
L(Cnd+p, Uee) by

∆(t) =


0 0 ∆K(t)
0 0 0
0 0 0
0 0 ∆G1

(t)
∆G2(t) 0 0

 , Pin =


0 0
I 0
0 I
0 0
0 0

 (10)

and define Pout =
[
I, 0, 0

]
∈ L(Yee, Y ). A direct computation

shows that for a.e. t ≥ 0 the operator I −D∞
ee∆(t) ∈ L(Yee)

is boundedly invertible and

A∞
e +B∞

ee∆(t)(I −D∞
ee∆(t))−1C∞

ee = Ae(t),

where Ae(t) is as in (5). This identity confirms that Ae(t) are
(at this stage formally) associated to the system obtained from
(A∞

e , B∞
ee , C

∞
ee , D

∞
ee) with the nonautonomous feedback ∆(t).

The following lemma shows that ∆(t) is an admissible feed-
back for (A∞

e , B∞
ee , C

∞
ee , D

∞
ee) in the sense of [29, Def. 4.1].

Lemma III.1. Let F∞
ee be the extended input-output map of

(A∞
e , B∞

ee , C
∞
ee , D

∞
ee) and let ∆(·) be as in (10). Then for
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every t0 > 0 the operators I−F∞
ee∆(·) ∈ L(L2(s, s+t0;Yee))

for s ≥ 0 have uniformly bounded inverses.

Proof. The input-output map Feo of (A∞
eo, B

∞
eo , C

∞
eo , D

∞
eo) can

be partitioned as

Feo =

F Fd 0 0 0
0 0 Fc Fc2 Fc3

0 0 Fc4 Fc5 Fc6

 .

We have F∞
ee = (I − Feo∆0)

−1Feo +Dadd
eo , which implies

I − F∞
ee∆(·) =

I 0 −S1F(∆K(·) + Fc2∆G1
(·))

0 I −S2(∆K(·) + Fc2∆G1(·))
0 0 I


−

FS2Fc3∆G2
(·) 0 0

S2Fc3∆G2
(·) 0 0

S3∆G2
(·) 0 Fc4S1F∆K(·) + S4∆G1

(·)


with S1 = (I + FFc)

−1, S2 = (I + FcF)−1, S3 = Fc6 −
Fc4FS2Fc3, and S4 = Fc5 − Fc4FS2Fc2. The first term of
I −F∞

ee∆(·) is invertible on L2(s, s+ t0;Yee) and the inverse
is uniformly bounded with respect to s ≥ 0 and 0 < t0 ≤ 1.
Since K∞ and I in C∞

eo are bounded operators, it is easy to
verify that the restrictions of the input-output maps Fc3, Fc4,
Fc5, and Fc6 to the time-interval [0, t0] satisfy ∥Fc3|[0,t0]∥ →
0, ∥Fc4|[0,t0]∥ → 0, ∥Fc5|[0,t0]∥ → 0, and ∥Fc6|[0,t0]∥ → 0
as t0 → 0. Since ∆G1

, ∆G2
and ∆K are essentially bounded

the L(L2(s, s + t0;Yee))-operator norm of the second term
of I − F∞

ee∆(·) converges to zero as t0 → 0 uniformly with
respect to s ≥ 0. Because of this, for a sufficiently small
t0 > 0 the operators I − F∞

ee∆(·) ∈ L(L2(s, s+ t0;Yee)) for
s ≥ 0 have uniformly bounded inverses L2(s, s + t0;Yee).
By [29, Lem. 4.2] the same is then true for all t0 > 0.

We define D(Cee(t)) = D(C∞
ee ) = D(CΛ)× Z, a.e. t ≥ 0,

Bee(·) = B∞
eeQ1(·) and Cee(·) = Q2(·)C∞

ee (11)

with Q1(·) = (I−∆(·)D∞
ee)

−1 and Q2(·) = (I−D∞
ee∆(·))−1.

The following theorem shows that the closed-loop system (5)
has a well-defined strongly continuous evolution family
Ue(t, s) and an input map Φt,s

e defined in (7a). Moreover,
since a direct computation shows that Bee(t)Pin = Be(t) and
PoutCee(t) = Ce(t) for a.e. t ≥ 0, the mappings defined
in (7) and in the following theorem satisfy Ψs

e = PoutΨ
s
ee

and Fs
e = PoutFs

ee. Because of this, Theorem III.2 implies
that for x0 ∈ X , z0 ∈ Z, wdist(t) and yref (t) the closed-
loop system (5) has a well-defined mild state xe(t) and output
e(·) ∈ L2

loc(0,∞;Cp) determined by (6). The integral equation
associates (Ae(t))t≥0 to the evolution family Ue(t, s).

Theorem III.2. Let Assumption II.2 hold and let ∆(·) be as
in (10). There exists a strongly continuous evolution family
Ue(t, s) such that for all x ∈ Xe and s ≥ 0 we have
Ue(r, s)x ∈ D(C∞

ee ) = D(CΛ) × Z for a.e. r ≥ s,
∥C∞

eeUe(s + ·, s)x∥L2(s,s+t0) ≤ γ(t0)∥x∥ for every t0 > 0
and some γ(t0) > 0 (depending only on t0 > 0), and

Ue(t, s)x = Te(t− s)x

+

∫ t

s

Te(t− r)B∞
ee∆(r)(I −D∞

ee∆(r))−1C∞
eeUe(r, s)xds

for all t ≥ s. If Φt,s
e is defined as in (7a) and if we define

(Ψs
eex)(t) = Cee(t)Ue(t, s)x and

(Fs
eewe)(t) = Cee(t)

∫ t

s

Ue(t, r)Be(r)we(r)dr +D∞
eePinwe(t),

then (Ue,Φ
t,s
e ,Ψs

ee,Fs
ee)t≥s≥0 is a well-posed nonautonomous

system in the sense of [29, Def. 3.6]. In particular, for all
s ≥ 0 and t0 > 0 we have Φt,s

e we ∈ D(Cee(t)) = D(CΛ)×Z
a.e. t ≥ s and we ∈ L2

loc(0,∞;Cnd+p),

Φt,s
e ∈ L(L2(s, t;Cnd+p), Xe), 0 ≤ t− s ≤ t0

Ψs
ee ∈ L(Xe, L

2(s, s+ t0;Y )),

Fs
ee ∈ L(L2(s, s+ t0;Cnd+p), L2(s, s+ t0;Y ))

with bounds independent of s ≥ 0. Finally, we have

Fs
ee = (I − F∞

ee∆(·))−1F∞
eePin

where F∞
ee is the input-output map of (A∞

e , B∞
ee , C

∞
ee , D

∞
ee).

Proof. Due to the regularity of (A∞
e , B∞

ee , C
∞
ee , D

∞
ee), Bee(·)

and Cee(·) defined in (11) are “admissible input and output
operators for the evolution family (Te(t − s))t≥s≥0” in the
sense of [29, Def. 3.3 and 2.4], where Te(t) is the semigroup
generated by A∞

e . For t ≥ s ≥ 0 and u ∈ L2(s, t;Uee) we
define the mapping Ks as in [29, Def. 3.3] by

(KsBee(·)u)(t) :=
∫ t

s

Te(t− r)Bee(r)u(r)dr.

The regularity of (A∞
e , B∞

ee , C
∞
ee , D

∞
ee) implies that

(KsBee(·)u)(t) ∈ D(C∞
ee ) = D(Cee(t)) for a.e. t ≥ s

and Cee(·)KsBee(·)u ∈ L2
loc(s,∞;Yee). Moreover, if we

define Φt,s
0 , Ψs

0 and Fs
0 by

Φt,s
0 u = (KsBee(·)u)(t), (Ψs

0x)(t) = Cee(t)Te(t− s)x,

and Fs
0u = Cee(·)KsBee(·)u for u ∈ L2(s, t;Uee) and

x ∈ Xe, then (Te,Φ
t,s
0 ,Ψs

0,Fs
0)t≥s≥0 is a well-posed nonau-

tonomous system by [29, Lem. 3.9].
We will now show that (I−∆(·)D∞

ee)∆(·) is an admissible
feedback [29, Def. 4.1] for (Te,Φ

t,s
0 ,Ψs

0,Fs
0)t≥s≥0. Due to

the definitions, we have Fs
0 = Q2(·)[F∞

ee −D∞
ee ]Q1(·) for all

s ≥ 0 where Q1(·) = (I − ∆(·)D∞
ee)

−1 and Q2(·) = (I −
D∞

ee∆(·))−1. Thus

I − Fs
0(I −∆(·)D∞

ee)∆(·) = I −Q2(·)(F∞
ee −D∞

ee)∆(·)
= I −Q2(·)F∞

ee∆(·) + (I −D∞
ee∆(·))−1D∞

ee∆(·)
= Q2(·)(I − F∞

ee∆(·)).

Since ∆(·) is an admissible feedback for F∞
ee by

Lemma III.1 and Q2(·) have uniformly bounded
inverses on L∞(0,∞;L(Yee)), we have that
(I−∆(·)D∞

ee)∆(·) ∈ L∞(0,∞;L(Yee, Uee)) is an admissible
feedback for (Te,Φ

t,s
0 ,Ψs

0,Fs
0)t≥s≥0.

By construction, the system (Te,Φ
t,s
0 ,Ψs

0,Fs
0)t≥s≥0 has the

properties in the first part of [29, Thm. 3.11], namely, that
Φt,s

0 u ∈ D(Cee(t)) for a.e. t ≥ s and t 7→ Cee(t)Φ
t,s
0 u ∈

L2
loc(s,∞;Yee) for all s ≥ 0 and u ∈ L2

loc(s,∞;Uee).
Because of this, the proof of [29, Thm. 4.4(a)] shows that there
exists a strongly continuous evolution family Ue(t, s) which
satisfies the integral equation in the claim, and C∞

eeUe(·, s)x ∈
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L2
loc(s,∞;Yee) for all x ∈ Xe and s ≥ 0. The proof of [29,

Thm. 4.4(a)] also shows that Cee(t) = (I −D∞
ee∆(t))−1C∞

ee ,
a.e. t ≥ 0, are admissible observation operators for Ue(t, s).
If Ψs

ee is defined as in the claim, then by [29, Lem. 2.5] the
pair (Ue,Ψ

s
ee) is a “nonautonomous observation system” in

the sense of [29, Def. 2.2]. Since Be(t) ∈ L(Cnd+p, Xe) for
a.e. t ≥ 0, Φt,s

e can be defined as in (7a), and (Ue,Φ
t,s
e ) is a

“nonautonomous control system” in the sense of [29, Def. 3.1].
Since Be(·) ∈ L∞(0,∞;L(Cnd+p, Xe)), the properties of
(Ue,Ψ

s
e) and [29, Prop. 2.11] also imply that there exist

κ, t1 > 0 such that for all s ≥ 0 and we ∈ L2
loc(0,∞;Cnd+p)

we have Φt,s
e we ∈ D(Cee(t)) for a.e. t ≥ s and

∥Cee(·)Φ·,s
e we∥L2(s,s+t1) ≤ κ∥we∥L2(s,s+t1).

Thus [29, Lem. 3.9] implies that (Ue,Φ
t,s
e ,Ψs

ee,Fs
ee,0)t≥s≥0

with Fs
ee,0 := Ce(·)Φ·,s

e is a well-posed nonautonomous
system, and since Fs

eewe = Fs
ee,0we + D∞

eePinwe, the same
is finally true also for (Ue,Φ

t,s
e ,Ψs

ee,Fs
ee)t≥s≥0. In particular,

Φt,s
e , Ψs

ee, Fs
ee have the boundedness properties in the claim.

Finally, we will show that Fs
ee = (I − F∞

ee∆(·))−1F∞
eePin.

Let we ∈ L2
loc(0,∞;Cnd+p). The evolution family Ue(t, s)

is associated to (Ue,Φ
t,s
e ,Ψs

ee,Fs
ee,0)t≥s≥0 which is ob-

tained from (Te,Φ
t,s
0 ,Ψs

0,Fs
0)t≥s≥0 with output feedback

(I −∆(·)D∞
ee)∆(·). Applying the identity (4.13) in the proof

of [29, Thm. 4.4(b)]1 to these two systems and f = Be(·)we ∈
L2

loc(0,∞;Xe) and using Be(·) = Bee(·)Pin we get

Fs
eewe−D∞

eePinwe = Fs
ee,0we =Cee(·)

∫ ·

s

Ue(·, r)Be(r)we(r)dr

= (I − Fs
0(I −∆(·)D∞

ee)∆(·))−1Cee(·)KsBe(·)we

= (I − Fs
0(I −∆(·)D∞

ee)∆(·))−1Fs
0Pinwe.

A direct computation shows that D∞
eePin = D∞

eeQ1(·)Pin.
Using Fs

0 = Q2(·)[F∞
ee − D∞

ee ]Q1(·) with Q1(·) = (I −
∆(·)D∞

ee)
−1 and Q2(·) = (I − D∞

ee∆(·))−1 and denoting
u = Pinwe for brevity we get

Fs
eewe = (I −Q2(·)[F∞

ee −D∞
ee ]∆(·))−1Fs

0u+D∞
eeu

= (I − F∞
ee∆(·))−1[F∞

ee −D∞
ee ]Q1(·)u+D∞

eeQ1(·)u
= (I − F∞

ee∆(·))−1
[
F∞
ee − F∞

ee∆(·)D∞
ee ]Q1(·)u

= (I − F∞
ee∆(·))−1F∞

eePinwe.

Thus Fs
eewe = (I − F∞

ee∆(·))−1F∞
eePinwe on [s, s + t0] for

any s ≥ 0, t0 > 0, and we ∈ L2
loc(0,∞;Cnd+p).

Remark III.3. Let x0 ∈ X and z0 ∈ Z. If Assumption II.2
is satisfied, then (Ue,Φ

t,s
e ,Ψs

ee,Fs
ee)t≥s≥0 is a well-posed

nonautonomous system by Theorem III.2. Thus for every
we ∈ L2

loc(0,∞;Cnd+p) the closed-loop state xe(t) in (6) sat-
isfies xe(·) ∈ C([0,∞);Xe) by [29, Def. 2.1 & Prop. 3.5(2)].
Since K(·) ∈ L∞(0,∞;L(Z,Cm)), for such we(·) we have
u(·) ∈ L2

loc(0,∞;Cp). Theferore the properties of regular
linear systems imply that if wdist(t) is as in (1), then (2) has a
well-defined mild state x(t) satisfying x(t) ∈ D(CΛ) for a.e.
t ≥ 0, and the output y(t) is determined by (2b) for a.e. t ≥ 0.

1The identity (4.13) does not require “absolute regularity” and it extends
to L2

loc(0,∞;Xe) since (Ue,Ψs
ee) is a nonautonomous observation system.

IV. REGULATION WITH CONVERGING CONTROLLERS

In this section we introduce general results on output regula-
tion with a nonautonomous controller (G1(t),G2(t),K(t)) sat-
isfying Assumption II.2. Our first main result in Theorem IV.2
is applicable in the situation where the controller parameters
have well-defined asymptotic limits in the sense that

∥∆G1
(t)∥ → 0,

∥G2(t)− G∞
2 ∥ → 0

∥K(t)−K∞∥ → 0

as t → ∞

for some G∞
2 ∈ L(Cp, Z) and K∞ ∈ L(Z,Cm)2. Our second

main result in Theorem IV.4 considers a more general situation
where the above norms become small as t → ∞ but do not
necessarily converge to zero. The main condition in our results
is that the part G∞

1 of G1(·) in Assumption II.2 has an internal
model of the frequencies (ωk)

q
k=0 (with ω0 = 0) of wdist(t)

and yref (t) in (1) in the following sense.

Definition IV.1 ( [26, Def. 6.1]). The operator G∞
1 has an

internal model of (ωk)
q
k=0 if dimN (±iωk −G∞

1 ) ≥ p for all
k ∈ {0, . . . , q}, where p ∈ N is the number of outputs of (2).

Our first result states that if the controller parameters con-
verge, if G∞

1 has an internal model of the frequencies of yref (t)
and wdist(t) and if the closed-loop system is exponentially sta-
ble, then the controller achieves output regulation. Exponential
stability of Ue(t, s) means that there exists M,α > 0 such that
∥Ue(t, s)∥ ≤ Me−α(t−s) for t ≥ s ≥ 0.

Theorem IV.2. Assume yref(t) and wdist(t) in (1) and the
initial states x0 ∈ X and z0 ∈ Z are such that there exist
G1(·), G2(·) and K(·) satisfying Assumption II.2, and for some
G∞
2 ∈ L(Cp, Z) and K∞ ∈ L(Z,Cm)

δG(t) := max{∥∆G1
(t)∥, ∥G2(t)− G∞

2 ∥, ∥K(t)−K∞∥}

satisfies δG(t) → 0 as t → ∞. If Ue(t, s) is exponentially
stable and G∞

1 has an internal model of (ωk)
q
k=0 in (1), then∫ t+1

t

∥y(s)− yref(s)∥2ds → 0, as t → ∞ (12)

If ess supt≥0 e
αtδG(t) < ∞ for some α > 0, then there exists

αe > 0 such that t 7→ eαet(y(t)− yref(t)) ∈ L2(0,∞;Y ).

In Theorem IV.2 the controller parameters and their limits
are allowed to depend on the initial states of the system and
the controller and of wdist(t) and yref (t). This possibility is
motivated by our controller design for output regulation with
unknown frequencies in Section V. If (G1(t),G2(t),K(t)) are
independent of the initial states and wdist(t) and yref (t), the
claims of Theorem IV.2 (and Theorem IV.4) hold for all x0 ∈
X , z0 ∈ Z, wdist(t) and yref (t).

The proof of Theorem IV.2 utilises the feedback structure
introduced in Section III. To this end we use the notation
in Section III and in particular denote ∆G2

(·) = G2(·) −
G∞
2 ∈ L∞(0,∞;L(Cp, Z)) and ∆K(·) = K(·) − K∞ ∈

L∞(0,∞;L(Z,Cm)). The “if”-part of the following lemma
also follows from [29, Thm. 5.6] (see also [10, Sec. 4]).

2Recall that “∥f(t)∥ → 0” for f ∈ L∞ means ess sups≥t∥f(s)∥ → 0.
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Lemma IV.3. Let (G1(t),G2(t),K(t)) satisfy Assumption II.2
and assume G∞

2 ∈ L(Cp, Z) and K∞ ∈ L(Z,Cm) are such
that δG(t) in Theorem IV.2 satisfies δG(t) → 0 as t → ∞. Then
Ue(t, s) is exponentially stable if and only if the semigroup
Te(t) generated by A∞

e is exponentially stable.

Proof. In the notation of Section III, a direct computation
shows MD := ess sups≥0∥(I−D∞

ee∆(·))−1∥ < ∞. Moreover,
Theorem III.2 implies that for every t0 > 0 there exists
γ(t0) > 0 such that sups≥0∥C∞

eeUe(s + ·, s)x∥L2(s,s+t0) ≤
γ(t0)∥x∥ for all x ∈ Xe and s ≥ 0. Because of this, the inte-
gral equation in Theorem III.2 together with the admissibility
of B∞

ee for the semigroup Te(t) imply that for any fixed t0 > 0
there exists Mt0 > 0 such that

∥Ue(s+ t0, s)x− Te(t0)x∥
≤ Mt0MD∥∆(·)∥L∞(s,∞)∥C∞

eeUe(·, s)x∥L2(s,s+t0)

≤ Mt0MD∥∆(·)∥L∞(s,∞)γ(t0)∥x∥

for all s ≥ 0 and x ∈ Xe. Since ∥∆(·)∥L∞(s,∞) → 0 as
s → ∞ by assumption, we have ∥Ue(s+ t0, s)−Te(t0)∥ → 0
as s → ∞ for every fixed t0 > 0. The “only if” part can now
be verified by choosing sufficiently large values of t0 > 0. In
the “if” part the estimate ∥Ue(s+ t0, s)∥ ≤ ∥Ue(s+ t0, s)−
Te(t0)∥ + ∥Te(t0)∥ implies that there exist s0, t0 > 0 such
that ∥Ue(s + t0, s)∥ ≤ c < 1 for all s ≥ s0. The stability
of Ue(t, s) follows from these estimates and the fundamental
properties of evolution families in [29, Def. 2.1].

Proof of Theorem IV.2. Let x0 ∈ X , z0 ∈ Z, wdist(t) and
yref (t) satisfy the assumptions of the theorem. According to (6)
the regulation error e(t) = y(t) − yref (t) can be expressed
using the output map Ψs

e and input-output maps Fs
e and F∞

e =
PoutF∞

eePin as

e(t) = (Ψ0
exe0)(t) + (F0

ewe)(t)

= (Ψ0
exe0)(t) + (F∞

e we)(t) +
[
(F0

ewe)(t)− (F∞
e we)(t)

]
.

If define B∞
e = B∞

eePin ∈ L(Cnd+p, Xe) and C∞
e =

PoutC
∞
ee : D(C∞

ee ) ⊂ Xe → Cp, then F∞
e is the input-

output map of the regular linear system (A∞
e , B∞

e , C∞
e , De).

A direct computation using (9) shows that this system has
the form of the closed-loop system in [24, Sec. II] corre-
sponding to the regular linear system (A, [B,Bd], C, [D,Dd])
and the autonomous controller (G∞

1 ,G∞
2 ,K∞). In particular,

(F∞
e we)(t) is the regulation error corresponding to zero initial

states of the system and the controller and the signals wdist(t)
and yref (t). Since G∞

1 has an internal model of (ωk)
q
k=0 and

Te(t) generated by A∞
e is stable by Lemma IV.3, we have

from [24, Thm. 7] that t 7→ eα1t∥(F∞
e we)(t)∥ ∈ L2(0,∞)

for some α1 > 0. Since Ue(t, s) is exponentially stable, there
exists α2 > 0 such that t 7→ eα2t∥(Ψ0

exe0)(t)∥ ∈ L2(0,∞).
It remains to analyse the term F0

ewe − F∞
e we. Note that

supt≥0∥we∥L2(t,t+1;Cnd+p) < ∞. For ∆(·) in (10) we have
ess supt≤s≤t+1∥∆(s)∥ → 0 as t → ∞ if δG(t) → 0 as t →
∞. Theorem III.2 implies Fs

ee = (I − F∞
ee∆(·))−1F∞

eePin and

F0
e − F∞

e = Pout

[
(I − F∞

ee∆(·))−1 − I
]
F∞
eePin (13a)

= PoutF∞
ee∆(·)(I − F∞

ee∆(·))−1F∞
eePin (13b)

= PoutF∞
ee∆(·)F0

ee. (13c)

As shown in the proof of Theorem III.2, Fs
ee is an input-output

map of a nonautonomous well-posed system with an exponen-
tially stable evolution family Ue(t, s). Thus Lemma A.1(a)
implies supt≥0∥F0

eewe∥L2(t,t+1) < ∞ and

∥∆(·)F0
eewe∥L2(t,t+1)

≤ ∥∆(·)∥L∞(t,t+1)∥F0
eewe∥L2(t,t+1) → 0

as t → ∞. Moreover, Lemma IV.3 implies that the regular lin-
ear system (A∞

e , B∞
ee , C

∞
ee , D

∞
ee) with extended input-output

map F∞
ee is exponentially stable. Thus Lemma A.1(c) applied

to this autonomous system and u = ∆(·)F0
eewe together

with (13) show that ∥F0
ewe−F∞

e we∥L2(t,t+1) → 0 as t → ∞.
This completes the proof of (12).

Finally, let α > 0 be such that ess supt≥0 e
αtδG(t) <

∞. Then supt≥0 e
αt∥∆(·)∥L∞(t,t+1) < ∞ and since

supt≥0∥F0
eewe∥L2(t,t+1) < ∞, we have

sup
t≥0

eαt∥∆(·)F0
eewe∥L2(t,t+1)

≤ sup
t≥0

eαt∥∆(·)∥L∞(t,t+1)∥F0
eewe∥L2(t,t+1) < ∞.

Lemma A.1(d) for (A∞
e , B∞

ee , C
∞
ee , D

∞
ee) and u = ∆(·)F0

eewe

together with (13) imply t 7→ eα0t∥(F0
ewe)(t)−(F∞

e we)(t)∥ ∈
L2(0,∞) for some α0 > 0. This completes the proof.

Exponential stability of Ue(t, s) and Assumption II.2 imply
supt≥0∥Φe(t, 0)we∥ < ∞ for all we ∈ L∞(0,∞;Cnd+p) and
thus xe(t) in Theorem IV.2 satisfies supt≥0∥xe(t)∥ < ∞.

The following result generalises Theorem IV.2 to the situa-
tion where the parameters of the controller do not necessarily
converge as t → ∞, or where the limit of G1(t) has an internal
model of frequencies which are only close to (ωk)

q
k=0. In these

cases the asymptotic tracking error will be small provided that
the asymptotic error in the frequencies is sufficiently small.

Theorem IV.4. Assume that x0 ∈ X , z0 ∈ Z, yref(t), and
wdist(t) in (1) are such that there exist G1(·), G2(·) and K(·)
satisfying Assumption II.2 and Ue(t, s) is exponentially stable.
Moreover, assume G∞

1 has an internal model of (ωk)
q
k=0 and

G∞
2 ∈ L(Cp, Z) and K∞ ∈ L(Z,Cm) are such that Te(t) is

exponentially stable. Define

δG(t) := max{∥∆G1(t)∥, ∥G2(t)− G∞
2 ∥, ∥K(t)−K∞∥}

There exist Merr, δ0 > 0 depending only on
(A,B,Bd, C,D,Dd) and (G∞

1 ,G∞
11 ,G∞

2 ,K∞) such that

lim sup
t→∞

∫ t+1

t

∥y(s)− yref(s)∥2ds

≤ Merr∥[wdist(·)T , yref(·)T ]T ∥2∞ lim sup
t→∞

∥δG(·)∥2L∞(t,∞)

provided that lim supt→∞∥δG(·)∥L∞(t,∞) < δ0.

Proof. As shown in the proof of Theorem IV.2, we have e(·) =
e0(·) + (F0

ewe − F∞
e we), where we(t) = [wdist(t)

T , yref (t)
T ]T

and t 7→ eα0t∥e0(t)∥ ∈ L2(0,∞) for some α0 > 0. Moreover,
the identity (13) and Lemma A.1(b) imply that there exists
M1 > 0 depending only on (A∞

e , B∞
ee , C

∞
ee , D

∞
ee) such that

lim sup
t→∞

∥e(·)∥L2(t,t+1) ≤ lim sup
t→∞

∥F0
ewe − F∞

e we∥L2(t,t+1)

≤ M1 lim sup
t→∞

(
∥∆(·)∥L∞(t,t+1)∥F0

eewe∥L2(t,t+1)

)
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where F0
ee = (I − F∞

ee∆(·))−1F∞
eePin. Since F∞

ee is the
extended input-output map of the regular linear system
(A∞

e , B∞
ee , C

∞
ee , D

∞
ee), by Lemma A.1(a) there exists M0 > 0

such that supτ≥0∥F∞
eeu∥L2(τ,τ+1) ≤ M0 supτ≥0∥u∥L2(τ,τ+1)

for all u ∈ L2
loc(0,∞;Uee). We define

δ0 = 2−3/2 min{∥F∞
ee∥−1,M−1

0 }

and assume ess supt≥t0 δG(t) ≤ δ0 for some fixed t0 > 0.
Since the definition of ∆(t) in (10) implies that ∥∆(t)∥ ≤√
2δG(t) for a.e. t ≥ 0, we have ∥F∞

ee∥∥∆∥L∞(t0,∞) ≤ 1/2
and M0∥∆∥L∞(t0,∞) ≤ 1/2.

By Theorem III.2, (Ue,Φ
t,s
e ,Ψs

ee,Fs
ee)t≥s≥0 is an expo-

nentially stable nonautonomous well-posed system. We have
from [29, Def. 3.6] that for a.e. t ≥ t0

(F0
eewe)(t) = (Ψt0

eeΦ
t0,0
e we)(t) + (F0

eewt0)(t), (14)

where wt0 : [0,∞) → Cp is defined so that wt0(t) = 0 for
t ∈ [0, t0) and wt0(t) = we(t) for t ≥ t0. Define ∆t0 ∈
L∞(0,∞;L(Yee, Uee)) so that ∆t0(t) = 0 for t ∈ [0, t0)
and ∆t0(t) = ∆(t) for a.e. t ≥ t0. Then ∥∆t0∥L∞ =
∥∆∥L∞(t0,∞), and the properties (F∞

eePinwt0)(t) = 0 for
t ∈ [0, t0] and ∥F∞

ee∥∥∆t0(·)∥L∞ ≤ 1/2 imply

F0
eewt0 = (I − F∞

ee∆t0(·))−1F∞
eePinwt0 (15a)

=

∞∑
n=0

(F∞
ee∆t0(·))nF∞

eePinwt0 (15b)

with convergence in L2
loc(0,∞;Yee). The choice of M0 > 0

and ∥we∥L2(t,t+1) ≤ ∥we∥∞ for t ≥ 0 imply that for all n ∈ N

sup
t≥0

∥(F∞
ee∆t0(·))nF∞

eePinwt0∥L2(t,t+1)

≤ (M0∥∆t0∥L∞)n sup
t≥0

∥F∞
eePinwt0∥L2(t,t+1)

≤ 2−nM0 sup
t≥0

∥Pinwt0∥L2(t,t+1) ≤ 2−nM0∥we∥∞.

Thus (15) implies supt≥0∥F0
eewt0∥L2(t,t+1) ≤ 2M0∥we∥∞.

Since ∥Ψt0
eeΦ

t0,0
e we∥L2(t,t+1) → 0 as t → ∞ and since

∥∆(t)∥ ≤
√
2δG(t) for a.e. t ≥ 0, equation (14) finally implies

lim sup
t→∞

∥e(·)∥L2(t,t+1)

≤ M1 lim sup
t→∞

(
∥∆(·)∥L∞(t,t+1)∥F0

eewt0∥L2(t,t+1)

)
≤ 2M0M1∥we∥∞ lim sup

t→∞
∥∆(·)∥L∞(t,t+1)

≤ 2
√
2M0M1∥we∥∞ lim

t→∞
∥δG(·)∥L∞(t,∞).

Remark IV.5. The proof of Theorem IV.4 shows that
Merr, δ0 > 0 depend on the norm ∥F∞

ee∥ of the extended input-
output map of the autonomous system (A∞

e , B∞
ee , C

∞
ee , D

∞
ee)

and on M0,M1 > 0 in Lemma A.1(a)–(b) corresponding to
this system. Moreover, the proof of Lemma A.1, implies that
M0,M1 > 0 are determined by constants Me, αe > 0 such
that ∥Te(t)∥ ≤ Mee

−αet for t ≥ 0 and by upper bounds
for the norms of the input, output, and input–output map of
(A∞

e , B∞
ee , C

∞
ee , D

∞
ee) on the time interval [0, 1].

Remark IV.6. By [24, Thm. 7] the internal model of G∞
1 in

Theorems IV.2 and IV.4 can be replaced with the conditions

R(±iωk − G∞
1 ) ∩R(G∞

2 ) = {0} ∀k ∈ {0, . . . , q} (16a)
N (G∞

2 ) = {0}. (16b)

V. CONTROLLER DESIGN FOR OUTPUT REGULATION WITH
UNKNOWN FREQUENCIES

In this section we introduce a controller for output regu-
lation of yref (t) and wdist(t) with unknown frequencies. Our
controller contains a time-varying internal model of estimates
(ω̂k(t))

q
k=1 of (ωk)

q
k=1 in (1) and an observer-based part for

achieving closed-loop stability. The frequency estimates are
formed based on an auxiliary output yaux(t) of the controller
which contains the information on (ωk)k but is by design inde-
pendent of the time-varying parts of the controller. Therefore
our controller can be combined with any estimation method
which can asymptotically estimate the frequencies (ωk)k from
yaux(t). We solve the problem under Assumptions V.1 and V.3.

Assumption V.1. There exist K̃ ∈ L(X,Cm) and L ∈
L(Cp, X) such that the semigroups generated by A + BK̃ :
D(A + BK̃) ⊂ X → X with domain D(A + BK̃) = {x ∈
X | Ax + BK̃x ∈ X } and A + LC : D(A) ⊂ X → X are
exponentially stable.

Definition V.2 ( [21, Def. V.1]). The point iλ0 ∈ iR is a
transmission zero of (A,B,C,D) if PK̃(iλ0) is not surjective,
where K̃ ∈ L(X,Cm) is such that iλ0 ∈ ρ(A + BK̃) and
PK̃(λ) is the transfer function of (A+BK̃,B,C +DK̃,D).

Assumption V.3. Assume yref (t) and wdist(t) are of the
form (1) with 0 = ω0 < ω1 < . . . < ωq and (A,B,C,D)
does not have transmission zeros at {0} ∪ {±iωk}qk=1.

We begin by introducing a general controller structure
in Section V-A and present general conditions for output
regulation in the situation where (ω̂k(t))

q
k=1 converge to (ωk)k

in (1). We analyse the structure of yaux(t) in Lemma V.6 and
in Remark V.7 we list selected methods which can be used to
estimate the frequencies based on yaux(t). In Section V-B we
present our Controller Tuning Algorithm for constructing the
controller parameters in order to achieve closed-loop stability
and output regulation under Assumptions V.1 and V.3. The
tuning is based completely on design of autonomous feedback
and output injections. Finally, in Section V-C we analyse the
robustness properties of our controller.

A. Controller with a time-varying internal model

Our error feedback controller has the form

ż(t) = G1(t)z(t) + G2e(t), z(0) = z0 ∈ Z (17a)
u(t) = K(t)z(t) (17b)

yaux(t) = Kaux(t)z(t) + e(t) (17c)

where e(t) = y(t) − yref (t) is the regulation error. The con-
troller structure in Definition V.4 generalises the autonomous
robust controller in [17, Sec. 7] and the adaptive internal
model based controller scheme in [8, Sec. 4], where a separate
“residual generator” system was used to construct yaux(t).
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Definition V.4. The controller (G1(t),G2,K(t)) on Z = Z0×
X with Z0 = Cp(2q+1) is defined by choosing L ∈ L(Cp, X)
so that A + LC generates an exponentially stable semigroup
TL(t), K(·) = [K1(·),K2(·)] ∈ L∞(0,∞;L(Z,Cm)), and

G1(t) =

[
G1(t) 0

(B + LD)K1(t) A+ LCΛ + (B + LD)K2(t)

]
D(G1(t)) = { [ z0x ] ∈ Z0 ×D(CΛ) | Ax+BK(t)[ z0x ] ∈ X }

G2 =

[
G2

−L

]
, Kaux(t) = [−DK1(t),−CΛ −DK2(t)]

with D(Kaux(t)) = Z0 ×D(CΛ). Finally, we define

G1(t) = diag(0p, ω̂1(t)Ωp, . . . , ω̂q(t)Ωp) ∈ L(Z0),

G2 =
[
Ip, Ip, 0p, Ip, 0p, . . . , Ip, 0p

]T ∈ Rp(2q+1)×p

with Ωp =
[

0p Ip
−Ip 0p

]
, where 0p, Ip ∈ Rp×p are the zero and

identity matrices and ω̂k(·) ∈ L∞(0,∞;R+) for all k.

The function G1(·) is the time-varying internal model
which contains the estimates (ω̂k(t))

q
k=1 of the frequencies

in wdist(t) and yref (t). By construction, for every t ≥ 0 the
pair (G1(t), G2) is controllable if the values (ω̂k(t))

q
k=1 are

distinct and nonzero. If |ω̂k(t)−ωk| → 0 as t → ∞ for all k,
then ∥G1(t) − G∞

1 ∥ → 0 as t → ∞ where G∞
1 ∈ L(Z0) is

defined by replacing (ω̂k(t))k in G1(t) with (ωk)k.
For any G∞

1 ∈ L(Z0) and K∞ = [K∞
1 ,K∞

2 ] ∈ L(Z,Cm)
we can define ∆G(t) = G1(t)−G∞

1 , ∆K(t) = K(t)−K∞,

G∞
1 =

[
G∞

1 0
(B + LD)K∞

1 A+ LCΛ + (B + LD)K∞
2

]
(18a)

G∞
11 =

[
I 0
0 B + LD

]
, ∆G1(t) =

[
[∆G(t), 0]
∆K(t)

]
. (18b)

The feedback theory for regular linear systems in [40] implies
that G∞

1 with domain D(G∞
1 ) = { [ z0x ] ∈ Z0 × D(CΛ) |

Ax + BK∞[ z0x ] ∈ X } generates a strongly continuous
semigroup on Z and that G∞

11 is an admissible input oper-
ator for this semigroup. Since G1(t) = G∞

1 + G∞
11∆G1

(t)
and ∆G1

(·) ∈ L∞(0,∞;L(Z,Z0 × U)), the controller in
Definition V.4 satisfies Assumption II.2. Therefore the well-
defined mild closed-loop state xe(t) and regulation error e(t)
are guaranteed by Theorem III.2.

Our first result shows that if (ω̂k(t))k converge to the
true frequencies and if K(·) is such that the semigroup
generated by the block operator (19) is stable, then the
controller achieves output regulation. The construction of K(·)
to stabilize (19) will be presented in Section V-B.

Theorem V.5. Choose (G1(t),G2,K(t)) as in Definition V.4.
Assume that wdist(t) and yref(t) and the intial conditions x0 ∈
X and z0 ∈ Z are such that

|ω̂k(t)− ωk| → 0 and ∥K(t)−K∞∥ → 0

as t → ∞ for all k and for some K∞ ∈ L(Z,Cm). If the
semigroup generated by

A∞
s +BsK

∞ :=

[
G∞

1 G2CΛ

0 A

]
+

[
G2D
B

]
K∞ (19)

with domain { [z0, x]T ∈ Z0×D(CΛ) | Ax+BK∞[ z0x ] ∈ X }
is exponentially stable, then∫ t+1

t

∥y(s)− yref(s)∥2ds → 0, as t → ∞

and Ue(t, s) is exponentially stable. If ess supt≥0 e
αt|ω̂k(t)−

ωk| < ∞ and ess supt≥0 e
αt∥K(t) − K∞∥ < ∞ for some

α > 0 and for all k, then there exists αe > 0 such that
t 7→ eαet(y(t)− yref(t)) ∈ L2(0,∞;Y ).

Proof. Let wdist(t), yref (t), x0 ∈ X , and z0 ∈ Z be such that
the assumptions hold. If we define G∞

1 ∈ L(Z0) by replacing
(ω̂k(t))k in G1(t) with (ωk)k and let ∆G(t) = G1(t) − G∞

1

and ∆K(t) = K(t) − K∞, then ∆G1
(t) in (18) satisfies

∥∆G1(t)∥ → 0 as t → ∞. As shown in the proof of [24,
Thm. 15], the pair (G∞

1 ,G2) satisfies the “G-conditions” (16).
In view of Remark IV.6, the claims follow from Theorem IV.2
and Lemma IV.3 once we show that the semigroup Te(t)
generated by A∞

e is exponentially stable.
The operator A∞

e is exactly the operator Ae(t) with G1(t)
and K(t) replaced with G∞

1 and K∞, respectively, i.e.,

A∞
e =

 A BK∞
1 BK∞

2

G2CΛ G∞
1 +G2DK∞

1 G2DK∞
2

−LCΛ BK∞
1 A+ LCΛ +BK∞

2

 .

If we define Qe ∈ L(X × Z0 ×X,Z0 ×X ×X) by

Qe =

 0 I 0
I 0 0
−I 0 I

 , Q−1
e =

0 I 0
I 0 0
0 I I

 , (20)

a direct computation shows that

QeA
∞
e Q−1

e =

[
A∞

s +BsK
∞ BsK

∞
2

0 A+ LC

]
(21)

with D(QeA
∞
e Q−1

e ) = { [xs, x̃]
T ∈ (Z0 × D(CΛ)) × D(A) |

Asxs + Bs(K
∞xs + K∞

2 x̃) ∈ Z0 × X }. By assumption
the semigroups generated by A + LC : D(A) ⊂ X → X
and As + BsK

∞ are exponentially stable. Moreover, Bs is
an admissible input operator for the semigroup generated by
As+BsK

∞ by the results in [40, Sec. 7]. Thus the semigroup
generated by QeA

∞
e Q−1

e is exponentially stable and similarity
implies the same for Te(t). The claims now follow from
Theorem IV.2 with Lemma IV.3 and Remark IV.6.

We conclude this section by analysing yaux(t). Lemma V.6
in particular shows that yaux(t) is independent of the time-
varying parameters (ω̂k(t))

q
k=1 and K(t). The form of yaux(t)

involves BdL = [Bd + LDd,−L] and the transfer function

Ptot,L(λ) = CΛR(λ,A+ LCΛ)BdL + [Dd,−I]

of the regular linear system (A+ LC,BdL, C, [Dd,−I]).

Lemma V.6. Let x0 ∈ X and z0 = (z10, z20) ∈ Z and
let yref(t) and wdist(t) be as in (1). Consider the controller
(G1(t),G2,K(t)) in Definition V.4, let TL(t) be the semi-
group generated by A + LC and denote ω−k := −ωk for
k ∈ {1, . . . , q}. Then for a.e. t ≥ 0,

yaux(t) = y0(t) +

q∑
k=−q

eiωktPtot,L(iωk)c
k
e (22)
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with c0e =

[
c0
a0

]
, c±k

e =
1

2

[
ck ∓ idk
ak ∓ ibk

]
for k ∈ {1, . . . , q}, and

y0(t) = CΛTL(t)
(
x0 − z20 −

q∑
k=−q

R(iωk, A+ LC)BdLc
k
e

)
.

We have t 7→ eαty0(t) ∈ L2(0,∞;Cp) for some α > 0.
Moreover, if C ∈ L(X,Cp), if x0 − z20 ∈ D(A), or if A
generates an analytic semigroup, then y0(·) is continuous and
eαt∥y0(t)∥ → 0 as t → ∞ for some α > 0.

Proof. Denote AL = A+ LC, BdL = [Bd + LDd,−L], and

As(t) =

[
G1(t) G2CΛ

0 A

]
.

Since Assumption II.2 holds the closed-loop state xe(t) =
[x(t), z1(t), z2(t)]

T and the regulation error e(t) in (6) are
well-defined by Theorem III.2. With Bs ∈ L(U,Z0 × X−1)
in (19) and Qe in (20) we have

QeBe(t) ≡ Qe

 Bd 0
G2Dd −G2

−LDd L

 =

 G2Dd −G2

Bd 0
−Bd − LDd L


QeAe(t)Q

−1
e =

[
As(t) +BsK(t) BsK2(t)

0 AL

]
with D(QeAe(t)Q

−1
e ) = { [xs, x̃]

T ∈ (Z0×D(CΛ))×D(A) |
As(t)xs + Bs(K(t)xs +K2(t)x̃) ∈ Z0 ×X } for a.e. t ≥ 0.
Consequently QeUe(t, s)Q

−1
e has a block triangular form for

all t ≥ s ≥ 0. Applying the similarity transformation Qe

in (20) to (6a) and (7a) therefore shows that x̃(t) = x(t)−z2(t)
is the mild solution of

˙̃x(t) = ALx̃(t) +BdLwe(t), x̃(0) = x0 − z20 (23)

with we(t) = [wdist(t)
T , yref (t)

T ]T . Since C is admissible with
respect to TL(t) generated by AL and BdL ∈ L(Cnd+p, X),
we have x̃(t) ∈ D(CΛ) for a.e. t ≥ 0. Moreover, x(t) ∈
D(CΛ) for a.e. t ≥ 0 by Theorem III.2. Thus z2(t) =
x(t) − x̃(t) ∈ D(CΛ) for a.e. t ≥ 0 and the formula (17c)
for yaux(t) is well-defined for a.e. t ≥ 0. Since Kaux(t)z(t) =
−CΛz2(t)−DK(t)z(t), Remark III.3 and (2b) imply that

yaux(t) = −CΛz2(t)−Du(t) + y(t)− yref (t)

= CΛx̃(t) + [Dd, −I]we(t)

for a.e. t ≥ 0. Thus yaux(t) is the output of the regular linear
system (AL, BdL, C, [Dd,−I]) with initial state x̃(0) = x0 −
z20 ∈ X and input we(t). When x̃(0) = 0 and we(t) =
eiωktw0 for some w0 ∈ Cnd+p, [32, Cor. 4.6.13] implies

yaux(t) = eiωktPtot,L(iωk)w0 − CΛTL(t)R(iωk, AL)BdLw0.

Finally, linearity implies that for x̃(0) = x0−z20 and we(t) =
[wdist(t)

T , yref (t)
T ]T the output yaux(t) has the form in (22)

with the given {cke}
q
k=−q and y0(t). Since C is admissible

with respect to the exponentially stable semigroup TL(t), we
have t 7→ eαty0(t) ∈ L2(0,∞;Cp) for some α > 0.

In the last claim, if C ∈ L(X,Cp), then pointwise conver-
gence of y0(t) follows directly from stability of TL(t). In the
other cases x1 :=

∑q
k=−q R(iωk, AL)BdLc

k
e ∈ D(AL) and

CA−1
L ∈ L(X,Cp) imply that y0(t) = CA−1

L ALTL(t)(x0 −
z20 − x1) → 0 at an exponential rate as t → ∞.

Remark V.7 (Methods for Frequency Estimation). Multi-
frequency estimators based on dynamical adaptive observers
have been developed by several authors in, e.g., [3], [7], [9],
[19], [23], [36], [37], [41]3. Our controller requires frequency
estimation in the presence of the nonsmooth decaying part
y0(t) of yaux(t) (i.e., the estimator is required to be input-
to-state stable). One such adaptive estimator was introduced
in [7] (see [7, Rem. 3]). The estimator in [7] is compatible with
our control scheme and it only requires knowing the number
q of frequencies and nonzero amplitudes. Several estimators
are also capable of online estimation of q and have desirable
transient performance and robustness properties [3], [8], [9].

Estimation of (ωk)
q
k=1 from yaux(t) requires that all fre-

quencies appear in the non-decaying part of yaux(t). This is
generically true since the amplitudes corresponding to ±ωk0

are zero only if ak0
, bk0

, ck0
, and dk0

in (1) are related in a
very specific way through the identity Ptot,L(±iωk0)c

±k0
e = 0.

B. The Controller Tuning Algorithm

In this section we introduce an algorithm for constructing
(ω̂k(·))qk=1 and K(·) in the controller. Even though several
estimators provide continuous-time estimates of (ωk)

q
k=1, we

choose the estimates (ω̂k(·))qk=1 in the internal model to be
piecewise constant functions which are updated at predefined
time instances 0 = t0 < t1 < t2 < · · · (via sample-and-
hold). This way we can guarantee stable closed-loop behaviour
during the update intervals [tj , tj+1] despite possible rapid
changes in the frequency estimates. The algorithm utilises the
Estimate Admissibility Condition defined below.

Definition V.8. Let εf > 0 and Mf > 0. We say that (ω̂k)
q
k=1

satisfy the Estimate Admissibility Condition EAC(Mf , εf ) for
the system (A,B,C,D) if the following hold:

• εf ≤ |ω̂k| ≤ Mf for all k ∈ {1, . . . , q}.

• |ω̂k − ω̂j | ≥ εf for all k ̸= j.

• |iω̂k ± iλ| ≥ εf for every transmission zero iλ ∈ iR of
(A,B,C,D) and for all k.

The algorithm uses Theorem V.9 below to stabilize the pairs
(As(tj), Bs), where

As(t) =

[
G1(t) G2C
0 A

]
, Bs =

[
G2D
B

]
(24)

with G1(t) = diag(0p, ω̂1(t)Ωp, . . . , ω̂q(t)Ωp). The result
guarantees that the stabilizing feedback gains Kj are a priori
bounded and the stabilized semigroups satisfy uniform decay
estimates with Ms, αs > 0 independent of tj . Moreover, in
this method the stabilizing gain of the infinite-dimensional pair
(A,B) does not need to be recomputed when the frequencies
in G1(t) are updated. The assumptions of the theorem will
be guaranteed by our tuning algorithm. A similar method has

3While many estimators are introduced only for scalar-valued signals, they
can also be used if p > 1 by replacing yaux(t) with rT yaux(t) where r ∈ Rp

is a fixed random vector. The randomness of r guarantees the presence of
all frequency components in rT yaux(t) with probability 1.
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been previously used in [17], [24] (also [22, Thm. 3.7]) for
internal models with fixed frequencies. The result uses notation

H0(iω) =
1

2

[
CKRK(iω) + CKRK(−iω)
iCKRK(iω)− iCKRK(−iω)

]
B0(iω) =

1

2

[
PK(iω) + PK(−iω)
iPK(iω)− iPK(−iω)

]
,

where RK(λ) = R(λ,A + BK21), CK = CΛ + DK21, and
PK(λ) = (CΛ +DK21)R(λ,A+BK21)B +D.

Theorem V.9. Let εf ,Mf , r > 0 and let Q1 ∈ L(Cp(2q+1))
and R1 ∈ Cm×m be positive definite. Assume K21 ∈
L(X,Cm) is such that A+BK21 generates an exponentially
stable semigroup TK(t) with growth bound ω0(TK(t)) < 0.
Assume tj ≥ 0 is such that (ω̂k(tj))

q
k=1 satisfy EAC(Mf , εf )

in Definition V.8 for the system (A,B,C,D). Define Hj ∈
L(X,Cp(2q+1)) and B1j ∈ Cp(2q+1)×m by

Hjx =


CKRK(0)x
H0(iω̂1(tj))x

...
H0(iω̂q(tj))x

 and B1j =


PK(0)

B0(iω̂1(tj))
...

B0(iω̂q(tj))


Choose Kj

1 = −R−1
1 B∗

1jΠ1j ∈ Cm×p(2q+1) where Π1j ∈
L(Cp(2q+1)) is the unique non-negative solution of

(rI +G1(tj))
∗Π1j +Π1j(rI +G1(tj))

−Π1jB1jR
−1
1 B∗

1jΠ1j = −Q1.

If we choose Kj = [Kj
1 ,K21 + Kj

1Hj ] ∈ L(Z,Cm), then
∥Kj∥ ≤ MK for some MK > 0 independent of tj . Moreover,
the semigroup T j

s (t) generated by As(tj)+BsK
j is exponen-

tially stable so that for any 0 < αs < min{r,−ω0(TK(t))}
there exists Ms,MB > 0 (independent of tj) such that

∥T j
s (t)∥ ≤ Mse

−αst, t ≥ 0 (25)

and ∥R(λ,As(tj) + BsK
j)Bs∥ ≤ MB for λ ∈ C+. If

(ω̂k(tj))
q
k=1 satisfy EAC(Mf , εf ) for all j large and if

maxk|ω̂k(tj) − ωk| → 0 as j → ∞, then limj→∞∥Kj −
K∞∥ = 0, where K∞ = [K∞

1 ,K21 + K∞
1 H∞] is obtained

by replacing (ω̂k(tj))k with (ωk)k in G1(tj), B1j , and Hj .

The proof of Theorem V.9 is presented in the Appendix. In
the tuning algorithm we denote by 0 < µ1(t) < · · · < µq(t)
the estimated frequencies computed based the signal yaux(t)
by the separate frequency estimator. We make the following
assumptions on the parameters of the algorithm.

Assumption V.10 (Tuning Parameters).
• The sequence 0 = t0 < t1 < . . . of update times satisfies

τ1 ≤ tj − tj−1 ≤ τ2 for some τ1, τ2 > 0 and all j ∈ N.
• The matrices R1 ∈ Cm×m and Q1 ∈ L(Cp(2q+1)) are

positive definite and r > 0.
• The frequency overlap parameter εf > 0 is suitably small

and the upper bound Mf > 0 for the frequencies is
suitably large.

• The operator K21 ∈ L(X,Cm) is such that the semigroup
generated by A+BK21 is exponentially stable.

• The initial frequency estimates (µk(0))
q
k=1 satisfy

EAC(Mf , εf ) for (A,B,C,D).

The Controller Tuning Algorithm below constructs G1(·)
(based on (ω̂k(·))qk=1) and K(·) in the observer-based con-
troller in Definition V.4. The condition EAC(Mf , εf ) in
Definition V.8 is used in Step 1 to detect if the frequency
estimates nearly overlap or are close to the transmission zeros
of (A,B,C,D). In both cases the closed-loop stabilization
becomes difficult, and therefore the the algorithm does not
update the frequencies of the internal model if EAC(Mf , εf )
is violated (Step 2 vs. Step 3). This update strategy guarantees
that the assumptions of Theorem V.9 are satisfied in Step 2.

The Controller Tuning Algorithm: Choose (tj)
∞
j=0, R1, Q1,

εf ,Mf , r > 0, and K21 as in Assumption V.10. Set j = 0.

Step 1. Obtain 0 < µ1(tj) < · · · < µq(tj) from the
frequency estimator. If (µk(tj))

q
k=1 satisfy EAC(Mf , εf ) for

(A,B,C,D), then go to Step 2. Otherwise go to Step 3.

Step 2 (Frequency update). Set ω̂k(t) ≡ µk(tj) for
t ∈ [tj , tj+1) and all k. Choose Kj = [Kj

1 ,K21 +Kj
1Hj ] ∈

L(Z,Cm) as in Theorem V.9 and set K(t) ≡ Kj for
t ∈ [tj , tj+1). Increment j to j + 1 and go to Step 1.

Step 3 (No frequency update). Set ω̂k(t) ≡ ω̂k(tj−1) and
K(t) ≡ K(tj−1) for t ∈ [tj , tj+1) and all k. Increment j to
j + 1 and go to Step 1.

Since the initial frequency estimates (µk(0))
q
k=1 are as-

sumed to satisfy EAC(Mf , εf ), the tuning algorithm will
proceed to Step 2 when j = 0, and therefore G1(·) and K(·)
are well-defined on [0,∞). Our main result below shows that if
the estimates (µk(t))k converge to the true frequencies (ωk)k
in (1), then the controller constructed with the above algorithm
achieves output regulation of yref (t) and wdist(t).

Theorem V.11. Let Assumptions V.1, V.3, and V.10 hold.
Consider the controller (G1(t),G2,K(t)) in Definition V.4,
where (ω̂k(·))qk=1 and K(·) are based on the Controller
Tuning Algorithm. Assume that the true frequencies (ωk)

q
k=1 of

yref(t) and wdist(t) satisfy EAC(M̃f , ε̃f ) for (A,B,C,D) with
some ε̃f > εf and 0 < M̃f < Mf and Ptot,L(±iωk)c

±k
e ̸= 0

for all k in Lemma V.6.
The controller satisfies G1(·) ∈ L∞(0,∞;L(Z0)) and

K(·) ∈ L∞(0,∞;L(Z,Cm)). If wdist(t) and yref(t) and
the intial conditions x0 ∈ X and z0 ∈ Z are such that
|µk(t) − ωk| → 0 as t → ∞ for all k, then Ue(t, s) is
exponentially stable and∫ t+1

t

∥y(s)− yref(s)∥2ds → 0 as t → ∞.

Proof. We have |ω̂k(t)| ≤ Mf for all k and t ≥ 0 by construc-
tion and ∥Kj∥ ≤ MK for all j ∈ N0 by Theorem V.9. Thus
G1(·) ∈ L∞(0,∞;L(Z0)) and K(·) ∈ L∞(0,∞;L(Z,Cm))
for any frequency estimates (µk(·))k. Thus by Lemma V.6,
yaux(t) has the form (22) and is independent of G1(·) and
K(·). Assume now that x0 ∈ X , z0 ∈ Z, wdist(t), and
yref (t) are such that |µk(t) − ωk| → 0 as t → ∞ for
all k. Since ε̃f > εf and 0 < M̃f < Mf , there exists
N ∈ N such that (µk(tj))

q
k=1 satisfy EAC(Mf , εf ) for all

j ≥ N . Thus the algorithm will go to Step 2 for all j ≥ N ,
and the frequency estimates of the internal model satisfy
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ω̂k(t) → ωk as t → ∞ for all k. By Theorem V.9 we have
K(t) → K∞ = [K∞

1 ,K21+K∞
1 H∞] ∈ L(Z,Cm) as t → ∞,

where K∞
1 and H∞ are obtained by replacing (ω̂k(tj))k

with (ωk)k in G1(tj), B1j , and Hj . The claims will follow
from Theorem V.5 provided that the semigroup generated
by A∞

s + BsK
∞ is exponentially stable. However, since

(ωk)
q
k=1 satisfy EAC(Mf , εf ) by assumption, the stability of

this semigroup follows directly from Theorem V.9 when we
replace (ω̂k(tj))k with (ωk)k in G1(tj), B1j , and Hj .

The following table summarises the parameters of the
controller (17).

Controller parameters Origin
G1(t), G2, Kaux(t) Definition V.4
(tj)

∞
j=0, R1, Q1, εf ,Mf , r, K21 Assumption V.10

(µk(t))
q
k=1 Frequency estimator

(ω̂k(t))
q
k=1 and K(t)

Controller Tuning
Algorithm

The following lemma shows that for sufficiently large sam-
pling intervals the evolution family Ue(t, s) is always exponen-
tially stable (independently of the behaviour of the frequency
estimates (µk(t))k). Note that the required size of τ1 > 0
depends on the other tuning parameters in Assumption V.10.

Lemma V.12. Let Assumptions V.1 and V.10 hold. There exists
τ1 > 0 such that if tj − tj−1 ≥ τ1 for all j ∈ N in the
Controller Tuning Algorithm, then there exist Me, αe > 0 such
that ∥Ue(t, s)∥ ≤ Mee

−αe(t−s) for all t ≥ s ≥ 0 and for any
yref(t) and wdist(t) in (1) and for any x0 ∈ X and z0 ∈ Z.

Proof. Since G1(·) and K(·) are piecewise constant we have
Ae(t) ≡ Ae(tj) for all t ∈ [tj , tj+1) and j ∈ N0. Thus if we
denote by T j

e (t) the semigroup generated by Ae(tj), then for
all t ≥ s ≥ 0 we have Ue(t, s) = T j

e (t− s) if t, s ∈ [tj , tj+1)
for some j ∈ N0, and otherwise

Ue(t, s) = T j
e (t− tj)T

j−1
e (tj − tj−1) · · ·T ℓ

e (tℓ+1 − s)

where j, ℓ ∈ N0 are such that s ∈ [tℓ, tℓ+1) and t ∈ [tj , tj+1).
Since 0 < τ1 ≤ tj+1 − tj ≤ τ2 for all j ≥ 0 by assumption,
the evolution family Ue(t, s) is exponentially stable provided
that there exists Me0 ≥ 0 such that ∥T j

e (t)∥ ≤ Me0 for all
t ≥ 0 and j ∈ N0 and supj≥0∥T j

e (tj+1 − tj)∥ < 1.
Theorem V.9 and the Hille–Yosida theorem imply the exis-

tence of Ms, αs,MB ,MK > 0 such that for Kj in the Con-
troller Tuning Algorithm we have ∥R(λ,As(tj) +BsK

j)∥ ≤
Ms/(Reλ + αs) ≤ Ms/αs, ∥R(λ,As(tj) + BsK

j)Bs∥ ≤
MB , and ∥Kj∥ ≤ MK for all λ ∈ C+ and j ∈ N0 Using the
similarity transform Qe in (20) we have (similarly as in (21))

QeAe(tj)Q
−1
e =

[
As(tj) +BsK

j BsK
j
2

0 A+ LC

]
.

The similarity, the triangular structure of QeAe(tj)Q
−1
e and

the norm estimates above imply that there exists MR > 0
such that supλ∈C+

∥R(λ,Ae(tj))∥ ≤ MR for all j ≥ 0. By
the Gearhart–Prüss–Greiner theorem [13, Thm. V.1.11] there
exist Me0, αe0 > 0 such that T j

e (t) generated by Ae(tj)
satisfy ∥T j

e (t)∥ ≤ Me0e
−αe0t for all t ≥ 0 and j ∈ N0

(this uniform bound can be deduced, e.g., by applying [13,

Thm. V.1.11] to the semigroup diag(T 0
e (t), T

1
e (t), . . .) on the

Hilbert space ℓ2(Xe)). This further implies that if we choose
τ1 > 0 such that Me0e

−αe0τ1 < 1, then also ∥T j
e (tj+1−tj)∥ ≤

Me0e
−αe0τ1 < 1 and Ue(t, s) is exponentially stable. Since

Me0 and αe0 do not depend on x0, z0, wdist(t), and yref (t),
we can choose Me, αe > 0 as in the claim.

C. Robustness Analysis
We conclude this section by analysing the robustness prop-

erties of the controller constructed in the Controller Tuning
Algorithm. The robustness properties depend on the chosen
frequency estimation method — especially on its capability
of handling small persistent errors in yaux(t) — but we can
nevertheless present a general result for robustness analysis.
Throughout the section we assume that Assumptions V.1, V.3
and V.10 are satisfied. We consider a perturbed regular linear
system (Ã, B̃, C̃, D̃) with parameters{

Ã = A+ δA, B̃ = B + δB ,

C̃ = C + δC , D̃ = D + δD
(26)

with δA ∈ L(X), δB ∈ L(Cm, X), δC ∈ L(X,Cp) and δD ∈
Cp×m. We do not need to consider perturbations in Bd and
Dd since these parameters were allowed to be unknown. We
begin by describing the effects of the perturbations on yaux(t).

Lemma V.13. Consider the perturbed system (Ã, B̃, C̃, D̃)
in (26) and the controller in Definition V.4. Assume K(·) ∈
L∞(0,∞;L(Z,Cm)) and ω̂k(·) ∈ L∞(0,∞) for all k are
piecewise constant. Then the auxiliary output ỹaux(t) corre-
sponding to the perturbed system satisfies ỹaux(t) = yaux(t) +
ypert(t) for a.e. t ≥ 0, where yaux(t) is as in Lemma V.6 and

ypert(t) = CΛ

∫ t

0

TL(t− s)[δAC , δBDK(s)]xe(s)ds (27)

where δAC = δA + LδC , δBD = δB + LδD and xe(t) is the
state of the (perturbed) closed-loop system (5).

Proof. Since (Ã, B̃, C̃, D̃) is a regular linear system, Theo-
rem III.2 implies that the closed-loop system consisting of
the perturbed system and the controller in Definition V.4
has a well-defined mild state xe(t). Denote by Ae(t) and
Ãe(t) the closed-loop system operators corresponding to
the nominal system (A,B,C,D) and the perturbed system
(Ã, B̃, C̃, D̃), respectively. Then D(Ãe(t)) = D(Ae(t)) and
Ãe(t) = Ae(t) + δe(t) for a.e. t ≥ 0 where

δe(t) =

 δA δBK1(t) δBK2(t)
G2δC G2δDK1(t) G2δDK2(t)
−LδC −LδDK1(t) −LδDK2(t)

 ∈ L(Xe).

If we apply the similarity transform Qe in (20) to the perturbed
closed-loop system (5), we obtain

d

dt
(Qexe(t)) = QeAe(t)Q

−1
e (Qexe(t))

+QeBewe(t) +Qeδe(t)xe(t)

where Qeδe(·)xe(·) ∈ L2
loc(0,∞;Xe) by Remark III.3. The

triangular structure of QeAe(t)Q
−1
e therefore implies that

x̃(t) := x(t)− z2(t) is formally a solution of
˙̃x(t) = ALx̃(t) +BdLwe(t) + [δAC , δBDK(t)]xe(t) (28)
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with initial condition x̃(0) = x0 − z20 and with AL = A +
LC. We will now prove that x̃(t) is indeed a mild solution
of (28). Denote by Ue(t, s) and Ũe(t, s) the evolution families
in Theorem III.2 corresponding to the nominal and perturbed
systems, respectively. Let 0 = t0 < t1 < t2 < · · · be such
that Ae(t) ≡ Ae(tj) and δe(t) ≡ δe(tj) for t ∈ [tj , tj+1).
If we denote by T j

e (t) and T̃ j
e (t) the semigroups generated

by Ae(tj) and Ãe(tj), respectively, then Ue(t, s) and Ũe(t, s)
are of the form given in the proof of Lemma V.12. Moreover,
since Ãe(tj) = Ae(tj)+δe(tj) for all j ∈ N0, the perturbation
formula in [13, Cor. III.1.7] and a direct computation show that

Ũe(t, s)x = Ue(t, s)x+

∫ t

s

Ue(t, r)δe(r)Ũe(r, s)xdr, (29)

for all x ∈ Xe and t ≥ s ≥ 0. Applying the similarity trans-
formation Qe to (6) and (7a) and using the relationship (29)
between Ũe(t, s) and Ue(t, s) it is straightforward to confirm
that x̃(t) is the mild solution of (28). Since x̃(t) ∈ D(CΛ) for
a.e. t ≥ 0, analogous arguments as in the proof of Lemma V.6
show ỹaux(t) = CΛx̃(t)+[Dd, −I]we(t). Comparing (23) and
(28) shows that ỹaux(t) = yaux(t) + ypert(t) for a.e. t ≥ 0.

Our main result below shows that for sufficiently long sam-
pling intervals in the Controller Tuning Algorithm the effect
of small perturbations on yaux(t) will be small. Moreover,
if the frequencies can be estimated with a sufficiently small
asymptotic error, then the controller achieves output tracking
in an approximate sense, i.e., with a small asymptotic error.

Theorem V.14. Consider the perturbed system (Ã, B̃, C̃, D̃)
in (26) and let Assumptions V.1, V.3 and V.10 hold. Let
τ1 > 0 be as in Lemma V.12 and consider the controller
in Definition V.4, where (ω̂k(·))qk=1 and K(·) are based on
the Controller Tuning Algorithm.

There exist εstab,Mpert > 0 such that if

cδ := ∥δA∥+ ∥δB∥+ ∥δC∥+ ∥δD∥ ≤ εstab, (30)

then for all x0 ∈ X , z0 ∈ Z, wdist(t), and yref(t) we have
ỹaux(t) = yaux(t) + ypert(t), where yaux(t) is as in Lemma V.6
and

sup
τ≥0

∫ τ+1

τ

∥ypert(t)∥2dt ≤ Mpertc
2
δ(∥xe0∥2 + ∥we(·)∥2∞)

with xe0 = [x0, z0]
T and we(t) = [wdist(t)

T , yref(t)
T ]T . If C ∈

L(X,Cp), then ∥ypert∥2∞ ≤ Mpertc
2
δ(∥xe0∥2 + ∥we(·)∥2∞).

Assume (ωk)k in (1) satisfy EAC(M̃f , ε̃f ) with some ε̃f >
εf and 0 < M̃f < Mf . For any εerr > 0 there exists δerr > 0
such that if the perturbations satisfy (30) and x0 ∈ X , z0 ∈ Z,
wdist(t), and yref(t) are such that (µk(t))

q
k=1 satisfy

max
k

|µk(t)− ωk| ≤ δerr, ∀t ≥ τ0 (31)

for some τ0 > 0, then

lim sup
t→∞

∫ t+1

t

∥y(s)− yref(s)∥2ds ≤ εerr∥we(·)∥2∞.

Proof. Fix x0 ∈ X , z0 ∈ Z, wdist(t), and yref (t) and let MK >
0 be as in Theorem V.9. Then G1(·) and K(·) constructed in
the Controller Tuning Algorithm satisfy ∥K(·)∥L∞ ≤ MK and

∥G1(·)∥L∞ ≤ Mf and thus by Theorem III.2 the closed-loop
system corresponding to the perturbed system (Ã, B̃, C̃, D̃)
has a well-defined evolution family Ũe(t, s) and state xe(t).
We begin by introducing some notation. We denote by Ae(t)
and Ãe(t) the closed-loop operators for (A,B,C,D) and
(Ã, B̃, C̃, D̃), respectively. Moreover, we denote by T j

e (t) and
T̃ j
e (t) the semigroups generated by Ae(tj) and Ãe(tj), respec-

tively. For the proof of the last claim we additionally assume
that (ωk)k satisfy EAC(M̃f , ε̃f ). We then define G∞

1 , G∞
11

and ∆G1
(t) as in (18) with G∞

1 = diag(0p, ω1Ωp, . . . , ωqΩp)
(i.e., (ω̂k(t))k in G1(t) replaced with (ωk)k) and define
K∞ = [K∞

1 ,K21 +K∞
1 H∞] as in Theorem V.9. Finally, we

denote by A∞
e and Ã∞

e the operators in (9a) for (A,B,C,D)
and (Ã, B̃, C̃, D̃), respectively, and denote the semigroups
generated by these two operators with Te(t) and T̃e(t), re-
spectively. Note that G∞

1 , G∞
11 , G2, and K∞ are independent

of x0 ∈ X , z0 ∈ Z, yref (t), and wdist(t).
If Me0, αe0 > 0 are as in the proof of Lemma V.12, we

have ∥T j
e (t)∥ ≤ Me0e

−αe0t for all t ≥ 0 and j ∈ N0 and the
choice of τ1 > 0 implies Me0e

−αe0τ1 < 1. By construction
A∞

e has the same structure as Ae(tj), j ∈ N0, with (ω̂k(tj))k
and Kj replaced with (ωk)k and K∞, respectively, and K∞ in
Theorem V.9 is chosen similarly as Kj . Under the additional
assumption that (ωk)k satisfy EAC(M̃f , ε̃f ), the frequencies
(ωk)k satisfy the assumptions of Theorem V.9 with the same
parameters as (ω̂k(tj))k, j ∈ N0 (both satisfy EAC(Mf , εf )
for (A,B,C,D)). Therefore we can deduce as in the proof of
Lemma V.12 that also ∥Te(t)∥ ≤ Me0e

−αe0t for all t ≥ 0.
We will now choose εstab > 0 so that (30) implies the

existence of Me, αe > 0 (independent of x0, z0, wdist(t) and
yref (t)) such that ∥Ũe(t, s)∥ ≤ Mee

−αe(t−s) for t ≥ s ≥ 0
(our choice will also later guarantee the stability of T̃e(t)).
We have Ãe(tj) = Ae(tj) + δe(tj), j ∈ N0, where δe(·) ∈
L∞(0,∞;L(Xe)) is as in the proof of Lemma V.13, and

∥δe(·)∥L∞ ≤ M1

(
∥δA∥+ ∥δB∥+ ∥δC∥+ ∥δD∥

)
= M1cδ

for some M1 > 0 depending only on L and MK . For a fixed
r0 ∈ (0, 1) we choose εstab > 0 to be small enough so that

εstab ≤
αe0

2Me0M1
and Me0e

(−αe0+Me0M1εstab)τ1 ≤ r0.

With this choice the condition (30) together with [13,
Thm. III.1.3] implies that ∥T̃ j

e (t)∥ ≤ Me0e
−(αe0/2)t for

all t ≥ 0 and j ∈ N0 and supj≥0∥T̃ j
e (tj+1 − tj)∥ ≤

supj≥0 Me0e
(−αe0+Me0∥δe(tj)∥)(tj+1−tj) ≤ r0 < 1. Since

Ãe(t) ≡ Ãe(tj) for t ∈ [tj , tj+1) and j ∈ N0, the structure
of Ũe(t, s) is analogous to that in the proof of Lemma V.12.
Because the above estimates for ∥T̃ j

e (t)∥ and ∥T̃e(tj+1− tj)∥
are uniform with respect to (δA, δB , δC , δD) satisfying (30),
we have (similarly as in the proof of Lemma V.12) that there
exist Me, αe > 0 such that ∥Ũe(t, s)∥ ≤ Mee

−αe(t−s) for all
t ≥ s ≥ 0 and for any (δA, δB , δC , δD) for which (30) holds.

We will now prove the claims concerning ypert(t). If
Me, αe > 0 are as above, (6a) and (7a) and the structure
of (constant) Be(t) ≡ Be ∈ L(Cnd+p, Xe) imply that
the state ∥xe(t)∥ ≤ M2(∥xe0∥ + ∥we(·)∥∞) for a con-
stant M2 ≥ 0 independent of x0, z0, wdist(t) and yref (t).
Lemma V.13 shows that ypert(t) = (FLu)(t) for a.e. t ≥ 0,
where FL is the input-output map of the exponentially stable
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regular linear system (A + LC, I, C, 0) and where u(·) =
[δAC , δBDK(·)]xe(·) ∈ L2

loc(0,∞;X) by Remark III.3. Since
∥u∥L2(τ,τ+1) ≤ (MK + 1)max{∥δAC∥, ∥δBD∥}∥xe(·)∥∞ ≤
(MK + 1)M2M3cδ(∥xe0∥ + ∥we(·)∥∞) for all τ ≥ 0 and
for a constant M3 ≥ 0 depending only on ∥L∥, the first
estimate for ∥ypert(·)∥ for some Mpert ≥ 0 follows from
Lemma A.1(a). If C ∈ L(X,Cp) and if ML, αL > 0 are
such that ∥TL(t)∥ ≤ MLe

−αLt for all t ≥ 0, then the second
claim follows from (27) and a direct estimate

∥ypert(t)∥≤∥C∥max{∥δAC∥,∥δBD∥}ML(MK+1)

αL
∥xe(·)∥∞.

To prove the last claim we will apply Theorem IV.4 to
the perturbed system (Ã, B̃, C̃, D̃). Assume (ωk)k satisfy
EAC(M̃f , ε̃f ) and let εstab > 0 be as above. It is easy to
see that the perturbations (26) lead to bounded perturbations
of (A∞

e , B∞
ee , C

∞
ee , D

∞
ee) in (9) with norm bounds depending

on cδ , MK and ∥L∥. Moreover, by the choice of εstab the
perturbation in A∞

e has norm at most αe0/(2Me0) when (30)
holds. Thus Remark IV.5 and Lemma A.2 imply that Merr

and δ0 in Theorem IV.4 can be chosen to hold for all
perturbations (δA, δB , δC , δD) satisfying (30). The controller
(G1(t),G2(t),K(t)) satisfies the assumptions of Theorem IV.4
since Assumption II.2 is satisfied by construction, (G∞

1 ,G2)
satisfy (16) in Remark IV.6 (similarly as in the proof of
Theorem V.5), and as shown above, both Ũe(t, s) and T̃e(t)
are exponentially stable whenever (30) holds. The definition
of ∆G(t) in (18) and ∥G1(t) − G∞

1 ∥ = maxk|ω̂k(t) − ωk|
imply that δG(t) in Theorem IV.4 satisfies

δG(t) = max{∥∆G1(t)∥, ∥K(t)−K∞∥} = ∥∆G1(t)∥
≤ ∥Kj −K∞∥+max

k
|ω̂k(t)− ωk|,

where j ∈ N0 is such that t ∈ [tj , tj+1). Since (ωk)k satisfy
EAC(M̃f , ε̃f ) with M̃f < Mf and ε̃f > εf , by choosing
a sufficiently small δerr > 0 we can guarantee that if (31)
holds, then (µk(tj))k satisfy EAC(Mf , εf ) for all j ∈ N
such that tj ≥ τ0. Such choice guarantees that (ω̂k(tj))k and
K(tj) are updated whenever tj ≥ τ0, and thus we also have
maxk|ω̂k(t) − ωk| ≤ δerr for all t ≥ τ0 + τ2. Theorem V.9
shows that limj→∞ Kj = K∞ if limj→∞ maxk|ω̂k(t) −
ωk| = 0 and thus δG(t) for t ∈ [tj , tj+1) can be made
arbitrarily small by requiring that maxk|ω̂k(tj) − ωk| is
small. For any εerr > 0 we can now combine the above
properties to choose δerr > 0 (independent of x0, z0,
wdist(t), and yref (t)) such that if (31) holds for some τ0 >
0, then lim supt→∞∥δG(·)∥2L∞(t,∞) < max{δ20 , εerr/Merr}.
We then have from Theorem IV.4 that (30) and (31)
for some τ0 > 0 imply lim supt→∞ ∥e(·)∥2L2(t,t+1) ≤
Merr∥we(·)∥2∞ lim supt→∞∥δG(·)∥2L∞(t,∞) ≤ εerr∥we(·)∥2∞.

VI. ADAPTIVE REGULATION FOR A HEAT EQUATION

In this example we study a one-dimensional boundary
controlled reaction-diffusion equation on ξ ∈ (0, 1),

vt(ξ, t) = vξξ(ξ, t) + r(ξ)v(ξ, t) + bd(ξ)d1(t)

−vξ(0, t) = u(t) + d2(t), vξ(1, t) = d3(t)

y(t) = v(1, t), v(ξ, 0) = v0(ξ),

where v(ξ, t) describes temperature at the point ξ ∈ (0, 1)
and at time t > 0. The boundary input u(t) acts at ξ = 0, the
output y(t) is the temperature measurement at ξ = 1, and d2(t)
and d3(t) are boundary disturbances. The reaction term with
profile r(·) is unmodelled and we consider it as perturbation
in the system. The disturbance input profile bd(ξ) is unknown.
The system defines a regular linear system on X = L2(0, 1)
with state x(t) = v(·, t). The full disturbance input is defined
as wdist(t) = [d1(t), d2(t), d3(t)]

T ∈ R3. Since the boundary
disturbances d2(t) and d3(t) are smooth functions, we can
apply a change of variables as in [11, Sec. 10.1, Ex. 10.1.7]
to express the heat equation as a regular linear system with
bounded Bd, Dd ∈ R1×3 and a modified initial state.

We construct a controller for output regulation of yref (t) =
0.2 sin(0.5t+0.5)+0.4 sin(6t+0.5) and wdist(t) = [cos(1.5t+
0.5), sin(0.5t + 0.2), cos(1.5t − 0.4)]T , both assumed to be
unknown. In the simulation we consider bd(ξ) = cos(3ξ) (this
is not used in controller design). The stabilizing parameters
are chosen as K21x = −2

∫ 1

0
x(ξ)dξ for x ∈ L2(0, 1),

L ≡ −4 ∈ L2(0, 1). The system does not have transmission
zeros on iR. We use εf = 0.2 and Mf = 30 in the Estimate
Admissibility Condition, and r = 0.2, R = 1 ∈ R, and
Q = I ∈ R3×3. The frequencies will also not be updated
if (µk(tj))

3
k=1 are complex or negative. Since G1(t) and

K(t) are piecewise constant, the results in [25, Sec. III &
V] imply that for t ∈ [tj , tj+1) the controller state z(t) =
(z0(t), v̂(·, t)) ∈ Z0 × L2(0, 1) is the weak solution of

ż0(t) = G1(tj)z0(t) +G2(y(t)− yref (t)), z0(0) ∈ Z0

v̂t(ξ, t) = v̂ξξ(ξ, t)− 4(v̂(1, t)− y(t) + yref (t))

−v̂ξ(0, t) = u(t), v̂ξ(1, t) = 0, v̂(·, 0) ∈ L2(0, 1)

u(t) = Kj
1z0(t)− 2

∫ 1

0

v̂(ξ, t)dξ +Kj
1Hj v̂(·, t),

and yaux(t) = v(1, t)− v̂(1, t)−yref (t), where Kj
1 , Hj and the

estimates (ω̂k(tj))
q
k=1 in G1(tj) are obtained from the Tuning

Algorithm. Since the true frequencies satisfy EAC(0.3, 10), by
Theorem V.12 this controller stabilizes the unperturbed closed-
loop system (without the unmodelled reaction term) for all
sufficiently long update intervals.

In this example we assume that the number of nonzero
frequencies q = 3 is known and use the adaptive estimator
from [7] with parameters “γ1 = 0.005”, “γ2 = 10”, and
“{ki}i” being the coefficients of the Hurwitz polynomial
(λ+ 2)2·3−1. The input-to-state stability of the estimator and
Theorem V.14 show that for sufficiently long update intervals
the controller achieves closed-loop stability and approximate
output tracking for any reaction term with a small ∥r(·)∥L2 .
In the case r(ξ) ≡ 0, closed-loop stability and perfect output
tracking follow from Theorem V.11. Figure 2 shows the
behaviour of the frequency estimates and the regulation error
for the reaction profile r(ξ) = 1.5 sin(0.5πξ), the update
sequence tj = 6j, j ∈ N0, and initial states x0(·, 0) ≡ 0 and
z0 = 0 ∈ Z. The simulations are implemented using Finite
Difference with 100 points on [0, 1]. Initial frequency estimates
are chosen as µk(0) = k ∈ R for k ∈ {1, 2, 3}. Our controller
can be compared to the ODE-PDE controller in [15], which
similarly includes an adaptive estimator, but has continuously
time-varying parameters and different general structure.
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Fig. 2. Controlled heat equation with the estimator in [7].
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APPENDIX

Lemma A.1. Assume that (U,Φ,Ψ,F) is a well-posed nonau-
tonomous system in the sense of [29, Def. 3.6]. If there exist
M,ω > 0 such that ∥U(t, s)∥ ≤ Me−ω(t−s) for all t ≥ s ≥ 0,
then for u ∈ L2

loc(0,∞;U) the following hold.
(a) There exists M0 > 0 (independent of u) such that

supτ≥0∥Fu∥L2(τ,τ+1) ≤ M0 supτ≥0∥u∥L2(τ,τ+1).
(b) There exists M1 > 0 (independent of u) such that

lim sup
τ→∞

∥Fu∥L2(τ,τ+1) ≤ M1 lim sup
τ→∞

∥u∥L2(τ,τ+1).

(c) If lim
τ→∞

∥u∥L2(τ,τ+1) = 0, then lim
τ→∞

∥Fu∥L2(τ,τ+1) = 0.
(d) If supτ≥0 e

ατ∥u∥L2(τ,τ+1) < ∞ for some 0 < α < ω,
then t 7→ eβt∥(Fu)(t)∥ ∈ L2(0,∞) for any 0 < β < α.

Proof. Let u ∈ L2
loc(0,∞;U). It is clearly sufficient to prove

the claims when τ is replaced by n ∈ N0. The estimates in [29,
Lem. 3.7] show that there exists a constant M2 > 0 (depending
only on (U,Φ,Ψ,F)) such that

∥Fu∥L2(n,n+1) ≤ M2(a ∗ b)n, ∀n ∈ N0,

where (a ∗ b)n is the nth element of the convolution of
a = (ak)

∞
k=0 with ak = e−ωk and b = (bk)

∞
k=0 with bk =

∥u∥L2(k,k+1). The constant M2 > 0 is determined by M and ω
and the uniform (w.r.t s ≥ 0) bounds for ∥Φ·,s∥L(L2(s,s+1),X),
∥Ψs∥L(X,L2(s,s+1)), and ∥Fs∥L(L2(s,s+1),L2(s,s+1)).

Since a ∈ ℓ1(R) and ∥b∥ℓ∞ = supk≥0∥u∥L2(k,k+1), the
claim in part (a) holds since ∥a ∗ b∥ℓ∞ ≤ ∥a∥ℓ1∥b∥ℓ∞ by the
Young’s inequality for convolutions. Part (c) follows from (b).
To prove (b) we assume lim supτ→∞∥u∥L2(τ,τ+1) < ∞
(otherwise the claim is trivial). Since u ∈ L2

loc(0,∞;U) we
have ∥b∥ℓ∞ = supk≥0∥u∥L2(k,k+1) < ∞. If n, n0 ∈ N satisfy
n0 < n, then an−k = e−ω(n−n0+1)an0−1−k and

(a ∗ b)n = e−ω(n−n0+1)(a ∗ b)n0−1 + (a ∗ b̃)n−n0 ,

where b̃ = (bk+n0
)∞k=0. Young’s inequality thus implies

|(a ∗ b)n| ≤ e−ω(n−n0+1)∥a ∗ b∥ℓ∞ + ∥a ∗ b̃∥ℓ∞
≤ e−ω(n−n0+1)∥a∥ℓ1∥b∥ℓ∞ + ∥a∥ℓ1∥b̃∥ℓ∞ .

If we choose n0 = ⌊n/2⌋, then the properties of the limit
supremum and ∥b̃∥ℓ∞ = supk≥⌊n/2⌋∥u∥L2(k,k+1) imply (b).

Finally, to prove (d) we note that eαn∥Fu∥L2(n,n+1) ≤
M2(aα∗bα)n for all n ∈ N0, where aα = (e−(ω−α)k)∞k=0 ⊂ R
and bα = (eαk∥u∥L2(k,k+1))

∞
k=0 ⊂ R. Since 0 < α < ω, we

have aα ∈ ℓ1(R) and our assumptions imply bα ∈ ℓ∞(R).
Thus Young’s inequality implies ∥aα∗bα∥ℓ∞ ≤ ∥aα∥ℓ1∥bα∥ℓ∞
and we have supn≥0 e

αn∥Fu∥L2(n,n+1) < ∞. This implies the
claim for any 0 < β < α.

Lemma A.2. Let (A,B,C,D) be a regular linear system.
Assume that there exist M,α > 0 such that the semigroup
T (t) generated by A satisfies ∥T (t)∥ ≤ Me−αt for t ≥ 0. If
we denote the extended input, output and input–output maps of
a perturbed system (Ã, B̃, C̃, D̃) by Φ̃, Ψ̃, and F̃, respectively,
then for any ε ∈ (0, α/M) and κ > 0 we have

sup
(Ã,B̃,C̃,D̃)∈Ω(ε,κ)

(
∥Φ̃∥+ ∥Ψ̃∥+ ∥F̃∥

)
< ∞,

where Ω(ε, κ) = { (A+δA, B+δB , C+δC , D+δD) | ∥δA∥ ≤
ε and ∥δB∥+ ∥δC∥+ ∥δD∥ ≤ κ }.

Proof. Denote the extended input, output and input–output
maps of (A,B,C,D) by Φ, Ψ, and F, respectively. Let
ε ∈ (0, α/M) be fixed. We begin by considering perturbations
in operator A only, i.e., (Ã, B,C,D) = (A + δA, B,C,D),
where ∥δA∥ ≤ ε. Denote the input, output, and input–output
maps of the extended system (A, [B, I], [CI ], [

D 0
0 0 ]) by

Φe = [Φ,ΦI ], Ψe =

[
Ψ
ΨI

]
, Fe =

[
F FCI

FIB FII

]
.

By the results in [40, Sec. 7], applying an admissible out-
put feedback ue(t) = ∆ye(t) + ũe(t) with ∆ =

[
0 0
0 δA

]
leads to the regular linear system (A+ δA, [B, I], [CI ], [

D 0
0 0 ])

with input map Φ̄e, output map Ψ̄e, and input-output F̄e.
We have from [40, Thm. 6.1] that F̄e = (I − Fe∆)−1Fe.
Since (FIIu)(t) =

∫ t

0
T (t − s)u(s)ds, [4, Prop. 1.3.5(a)]

implies that ∥FII∥L(L2(0,∞)) ≤ ∥T (·)∥L1(0,∞) ≤ M/α. Thus
∥FIIδA∥ ≤ M∥δA∥/α ≤ Mε/α < 1 and

(I − Fe∆)−1 =

[
I −FCIδA
0 I − FIIδA

]−1

=

[
I FCIδAQ
0 Q

]
where Q = (I − FIIδA)

−1. This implies ∥(I − Fe∆)−1∥ ≤
(1 + (1 + ∥FCIδA∥2)∥Q∥2)1/2. Finally, the estimate ∥Q∥ ≤
α/(α−Mε) and the formulas Φ̄e = Φe(I +∆F̄e) and Ψ̄e =
(I + F̄e∆)Ψe in [40, Rem. 6.5] imply that

sup
∥δA∥≤ε

(
∥Φ̄e∥+ ∥Ψ̄e∥+ ∥F̄e∥

)
< ∞. (32)

We will now consider perturbed systems satisfying
(Ã, B̃, C̃, D̃) = (A+ δA, B+ δB , C + δC , D+ δD) ∈ Ω(ε, κ)
with κ > 0. It is easy to verify that Ψ̃x = [I, δC ]Ψ̄ex,

Φ̃u = Φ̄e

[
u

δBu

]
and F̃u =

[
I δC

]
F̄e

[
u

δBu

]
+ δDu.

Since ∥δA∥ ≤ ε and ∥δB∥ + ∥δC∥ + ∥δD∥ ≤ κ, the claim
follows directly from (32).

The following corollary of the continuity of the solutions
of Riccati equations is essential for the proof of Theorem V.9.
To the best of the authors’ knowledge, this result is new.
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Lemma A.3. Let r > 0, Q ∈ Cn×n and R ∈ Cm×m satisfy
Q > 0 and R > 0. Let Ω ⊂ Rq be a compact set and let δ 7→
Aδ : Ω → Cn×n and δ 7→ Bδ : Ω → Cn×m be continuous
functions such that the pair (Aδ, Bδ) is controllable for all
δ ∈ Ω. If we define Kδ = −R−1B∗

δΠδ , δ ∈ Ω, where Πδ ∈
Cn×n are the unique non-negative solutions of

(rI +Aδ)
∗Πδ +Πδ(rI +Aδ)−ΠδBδR

−1B∗
δΠδ = −Q,

then there exist M,MK > 0 such that ∥Kδ∥ ≤ MK and
∥e(Aδ+BδKδ)t∥ ≤ Me−rt for all t ≥ 0 and δ ∈ Ω.

Proof. The claim is trivially true if Ω is empty. Let δ ∈ Ω.
The assumptions imply that Πδ exists and is unique, and for
all x ∈ Cn we have 2Re⟨(rI + Aδ + BδKδ)x,Πδx⟩ =
⟨−ΠδBδR

−1B∗
δΠδx − Qx, x⟩ ≤ 0. Moreover, under our

assumptions Πδ is positive definite. Therefore rI+Aδ+BδKδ

is dissipative with respect to the inner product ⟨·, ·⟩δ :=

⟨·,Πδ·⟩Cn on Cn. Thus if we define ∥x∥δ := ∥Π1/2
δ x∥Cn for

x ∈ Cn, then ∥e(rI+Aδ+BδKδ)tx∥δ ≤ ∥x∥δ for all t ≥ 0.
The definition of ∥·∥δ now implies that ∥e(Aδ+BδKδ)t∥ ≤
∥Π1/2

δ ∥∥Π−1/2
δ ∥e−rt for all t ≥ 0.

Our aim is to show that supδ∈Ω∥Π
1/2
δ ∥∥Π−1/2

δ ∥ < ∞.
By [33, Thm. 3.1] the non-negative matrix Πδ is a continuous
function of the matrices Aδ and Bδ when δ is restricted to Ω.
Therefore the function δ 7→ Πδ is continuous on Ω, and since
Πδ and Π

1/2
δ are nonsingular for all δ ∈ Ω, also δ 7→ Π

1/2
δ

and δ 7→ Π
−1/2
δ are continuous on Ω. Since Ω is compact,

these functions are uniformly continuous and ∥Π1/2
δ ∥ and

∥Π−1/2
δ ∥ are uniformly bounded with respect to δ ∈ Ω. Thus

the claims hold with MK := ∥R−1∥maxδ∈Ω∥Bδ∥∥Πδ∥ < ∞
and M := maxδ∈Ω∥Π1/2

δ ∥∥Π−1/2
δ ∥ < ∞.

Proof of Theorem V.9. Since K21 ∈ L(X,Cm), (A +
BK21, B, C + DK21, D) is an exponentially stable regular
linear system and λ 7→ (CΛ+DK21)R(λ,A+BK21) and λ 7→
PK(λ) are continuous functions on [−iMf , iMf ] ⊂ iR. Thus
∥Hj∥ ≤ MH and ∥B1j∥ ≤ MB1 for some MH ,MB1 > 0
independent of tj . Definition V.2 implies that the transmission
zeros of (A,B,C,D) are zeros of λ 7→ det(PK(λ)PK(λ)∗),
which is analytic on {λ ∈ C | Reλ > ω0(TK(t)) }. Thus
the transmission zeros of (A,B,C,D) on iR are a (possibly
empty) discrete set with no finite accumulation points.

By assumption, (ω̂k(tj))
q
k=1 satisfy EAC(Mf , εf ). There-

fore the set {±iω̂k(tj)}qk=1∪{0} does not contain transmission
zeros of (A,B,C,D) and PK(±iω̂k(tj))

∗ and PK(0)∗ are in-
jective. Since the eigenvalues σp(G1(tj)) = {±iω̂k(tj)}qk=1∪
{0} are distinct, it is easy to use the structures of G1(tj)
and the definition of B1j to show that B∗

1jϕ ̸= 0 whenever
0 ̸= ϕ ∈ N (G1(tj)

∗) or 0 ̸= ϕ ∈ N (±iω̂k(tj) − G1(tj)
∗)

for some k ∈ {1, . . . , q}. Thus the pair (G1(tj), B1j) is
controllable. If we define δ = [δ1, . . . , δq]

T ∈ Rq by

δ1 = ω̂1(tj), δk = ω̂k(tj)− ω̂k−1(tj) ∀k ∈ {2, . . . , q},

we can define continuous functions G̃1 : Rq → L(Cp(2q+1))
and B̃1 : Rq → Cp(2q+1)×p so that G̃1(δ) = G1(tj)
and B̃1(δ) = B1j . The assumption that (ω̂k(tj))

q
k=1 satisfy

EAC(Mf , εf ) implies that δ is contained in a compact set
Ω ⊂ Rq (determined by εf , Mf , and (A,B,C,D)), and

similarly as above, (G̃1(δ), B̃1(δ)) is controllable whenever
δ ∈ Ω. Because of this, Lemma A.3 implies that there exist
MG,MK1 > 0 (independent of tj) such that ∥Kj

1∥ ≤ MK1

and ∥e(G1(tj)+B1jK
j
1)t∥ ≤ MGe

−rt for all t ≥ 0. Morever, the
definition Kj = [Kj

1 ,K21 +Kj
1Hj ] and ∥Hj∥ ≤ MH imply

that ∥Kj∥ ≤ MK for some MK > 0 independent of tj .
If maxk|ω̂k(tj) − ωk| → 0 as j → ∞, then (ωk)

∞
k=1 also

satisfy EAC(Mf , εf ) and thus K∞
1 and K∞ are well-defined.

Clearly G1(tj) → G∞
1 ∈ L(Z0) as j → ∞ where G∞

1 is
obtained by replacing (ω̂k(tj))k by (ωk)k in G1(tj). Since
λ 7→ PK(λ) and λ 7→ (CΛ + DK21)R(λ,A + BK21) are
continuous on iR, also B1j → B∞

1 ∈ Cp(2q+1)×m and Hj →
H∞ ∈ L(X,Z0) as j → ∞. We have from [33, Thm. 3.1] that
Π1j depends continuously on G1(tj) and B1j , and therefore
Π1j → Π∞

1 ∈ L(Z0) as j → ∞. Thus the definitions of Kj
1

and Kj imply that ∥Kj −K∞∥ → 0 as j → ∞.
Since (A,B,C,D) is regular, the operator Hj ∈ L(X,Z0)

extends to R(B) ⊂ X−1. It is straightforward to check that
G1(tj)Hj = HjAK + G2(CΛ + DK21) and B1j = HjB +
G2D. The definition Kj = [Kj

1 ,K21 + Kj
1Hj ] and similar

computations as in [26, Thm. 13] and [24, Thm. 15] show[
I Hj

0 −I

]
(As(tj) +BsK

j)

[
I Hj

0 −I

]
=

[
G1(tj) +B1jK

j
1 0

−BKj
1 A+BK21

]
=: Ãj

sK

with domain D(Ãj
sK) = { [z1, z2]T ∈ Z0 × XB | Az2 +

B(K21z2 − Kj
1z1) ∈ X } (the domains of the block op-

erators can be analysed as in the proof of [24, Thm. 15]).
Fix 0 < αs < min{r,−ω0(TK(t))}. Denoting Rj

G(λ) =
R(λ,G1(tj) + B1jK

j
1) and RK(λ) = R(λ,A + BK21), for

all λ ∈ C with Reλ > −αs we have

R(λ, Ãj
sK) =

[
Rj

G(λ) 0

−RK(λ)BKj
1R

j
G(λ) RK(λ)

]
.

Since ∥Rj
G(λ)∥ ≤ MG/(Reλ+ r) ≤ MG/(r−αs) and since

B is admissible with respect to the stable semigroup generated
by A + BK21, also supReλ>−αs

∥RK(λ)B∥ < ∞ [34,
Prop. 4.4.6]. Because of this, the Gearhart–Prüss–Greiner
theorem [13, Thm. V.1.11] imply that there exists M̃s > 0
independent of tj such that ∥T̃ j

s (t)∥ ≤ M̃se
−αst for all t ≥ 0

(this uniform bound can be deduced, e.g., by applying [13,
Thm. V.1.11] to the semigroup diag(T̃ 0

s (t), T̃
1
s (t), . . .) on

ℓ2(Z0 ×X)). Due to ∥Hj∥ ≤ MH and the similarity between
T̃ j
s (t) and T j

s (t) we finally have that there exists Ms > 0 such
that ∥T j

s (t)∥ ≤ Mse
−αst for all t ≥ 0.

It remains to prove the existence of MB > 0. We have

R(λ,As(tj) +BsK
j)Bs

=

[
I Hj

0 −I

]
R(λ, Ãj

sK)

[
I Hj

0 −I

] [
G2D
B

]
=

[
I Hj

0 −I

] [
Rj

G(λ)B1j

−RK(λ)BKj
1R

j
G(λ)B1j −RK(λ)B

]
for λ ∈ C+. Since ∥Rj

G(λ)∥ ≤ MG/r, supλ∈C+
∥RK(λ)B∥ <

∞, ∥Hj∥ ≤ MH , ∥Kj
1∥ ≤ MK1 and ∥B1j∥ ≤ MB1, we

indeed have ∥R(λ,As(tj)+BsK
j)Bs∥ ≤ MB for all λ ∈ C+

and for some MB > 0 independent of tj .
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