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Abstract— This paper investigates an interval turnpike result
for the adjoints/costates of finite- and infinite-dimensional
nonlinear optimal control problems under the assumption
of an interval turnpike on states and controls. We consider
stabilizable dynamics governed by a generator of a semigroup
with finite-dimensional unstable part satisfying a spectral de-
composition condition and show the desired turnpike property
under continuity assumptions on the first-order optimality
conditions. We further provide a numerical example with a
semilinear heat equation to illustrate the results.

I. INTRODUCTION

Turnpike properties are particular features of optimal
solutions to optimal control problems (OCPs). The phe-
nomenon can be understood as a property of parametric
OCPs, whereby for varying initial conditions and horizon
length optimal solutions spend an increasing amount of time
close a specific steady state, the so-called turnpike, which in
turn corresponds to the solution of the underlying stationary
optimization problem. First observations of the phenomenon
have been made by von Neumann in the middle of the 20th
century [23] and even earlier by Ramsey [27]. The problem
has since received vast interest, cf. the recent works [16],
[18], [19], [20], [25], [29], [30], [34]. For nonlinear OCPs,
turnpike properties can be shown via the linearization of
the optimality system, analysis of the linearization, and a
smallness assumption, cf. [3], [17], [31], [32]. Alternatively,
one may assume a particular notion of dissipativity, cf.
[6], [10], [14], [15], which has the advantage to allow for
global turnpike properties on state and control, i.e., without
a smallness condition on, e.g., the initial distance to the
turnpike; see [8] for a recent overview. In that context,
however, it remains difficult to characterize the behavior of
the corresponding adjoints/costates.

To overcome the above difficulty, the main contribution
of this paper is to show that the turnpike behavior of state
and control induces turnpike behavior of the adjoints without
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smallness assumptions. To this end, we analyze the first-order
necessary optimality conditions and, loosely speaking, show
for problems governed by general evolution equations that
continuity of the nonlinearities and convergence of state and
control imply convergence of the adjoints. While our results
are formulated in an infinite-dimensional setting, the results
are new also for finite-dimensional systems, which form a
special case of our setting. Besides being an important struc-
tural property of the optimal triplet, turnpike properties can
be leveraged in design of numerical methods. For example
[32] suggests to exploit them in indirect shooting methods,
in [16], [17] it is used for tailored discretization of infinite
dimensional OCPs in a receding-horizon setting and [11]
hinges on them in mixed-integer OCPs.

After introducing the OCP at hand, the first-order opt-
mality conditions and the functional analytic setting in
Section II, we prove a turnpike property of the adjoints in
Section III for exponentially stable and exactly controllable
systems. Assuming that the underlying operator satisfies a
spectrum decomposition assumption, we extend the results
in Section IV to stabilizable systems with finite-dimensional
unstable part. Finally, Section V illustrates the findings with
a simulation of a semilinear heat equation on a 2D domain.

II. SETTING AND PRELIMINARIES

Let (X ,‖ · ‖X ) be a Banach space and (U,〈·, ·〉U ) be a
Hilbert space with corresponding norm ‖ · ‖U . Consider the
optimal control problem

min
u∈L2(0,T ;U)

∫ T

0
J(x(t),u(t))dt

s.t. ẋ(t) = A x(t)+Bu(t)+ f (x(t),u(t))

x(0) = x0,

(1)

where J : X ×U → R is sufficiently smooth, x0 ∈ X , A :
D(A )⊂ X → X generates a strongly continuous semigroup
on X , B ∈ L(U,X), and f : X ×U → X is a sufficiently
smooth, locally Lipschitz nonlinearity. For simplicity of
exposition, we do not involve a terminal cost, i.e., a Mayer
term, in the OCP. This would only change the terminal value
of the adjoint state and our techniques would still apply. We
will assume that the above problem has at least one optimal
solution (x,u) ∈ C(0,T ;X)×L2(0,T ;U), cf. [21, Chap. 3].
Additionally, we consider (x̄, ū) ∈ X ×U to be an optimal
solution of the corresponding steady state system, i.e., (x̄, ū)
solves

min
u∈U

J(x,u)

s.t. 0 = A x+Bu+ f (x,u),
(2)



Our goal in this paper is to find conditions under which
interval turnpike behavior of the states and control inputs
implies interval turnpike behavior of the adjoints. Our basic
assumption on the behavior of the optimal solutions is thus
the following.

Assumption 2.1: Let (x,u) be an optimal solution to (1).
We assume there are strictly monotonously increasing func-
tions t1, t2 : R≥0→R≥0 with 0≤ t1(T )≤ t2(T )≤ T such that
ν(T ) := t2(T )−t1(T ) is strictly monotonously increasing and
unbounded and for each ε > 0 there is T0 > 0 such that

‖x(t)− x̄‖X +‖u(t)− ū‖U ≤ ε ∀t ∈ [t1(T ), t2(T )], T ≥ T0.
Note that this bound immediately implies

u ∈ L∞(t1(T ), t2(T );U). We also note that our definition of
the turnpike property implies uniform convergence of x to
x̄ and u to ū on [t1(T ), t2(T )]. This means that in general
the lengths of the intervals [0, t1(T )] and [t2(T ),T ] have to
tend to infinity as T → ∞, as these intervals contain the
approaching and the leaving arc of the optimal trajectory,
respectively, outside an ε-neighborhood of the equilibrium
with ε → 0 as T → ∞, see Remark 2.2 for an example.
We emphasize that we do not require any bound on the
relation between the lengths of the near-turnpike interval
[t1(T ), t2(T )] and the overall interval [0,T ]. However, if we
have such a bound, then we can take it into account in our
analysis, see Remarks 3.4 and 3.9, below.

Remark 2.2: We say that (x,u) ∈C(0,T ;X)×L2(0,T ;U)
satisfies the exponential turnpike property, cf. e.g., [31], [30],
if there is a constant c> 0 and a decay parameter µ > 0, both
independent of T such that we have

‖x(t)− x̄‖X +‖u(t)− ū‖U ≤ c
(

e−µt + e−µ(T−t)
)
.

If this inequality holds, it can be easily seen, cf. [18,
Discussion after Rem. 6.3] that we can choose δ ∈ (0, 1

2 )
such that for each ε > 0 there is a horizon T such that

‖x(t)− x̄‖L2(δT,(1−δ )T ;X)+‖u(t)− ū‖L2(δT,(1−δ )T ;U) ≤ ε

and

‖x(t)− x̄‖C(δT,(1−δ )T ;X)+‖u(t)− ū‖L∞(δT,(1−δ )T ;U) ≤ ε,

i.e., L2 and uniform convergence on a fixed part of the time
interval [0,T ] for T → ∞. Thus, Assumption 2.1 is satisfied
with t1(T ) = δT , t2(T ) = (1−δ )T and ν(T ) = (1−2δ )T .
By the corresponding necessary optimality conditions of the
above problem (1), cf. [21, Chap. 4], there is an adjoint state
λ ∈C(0,T ;X) such that

λ̇ (t) =−(A + fx(x(t),u(t)))∗λ (t)+ Jx(x(t),u(t))

0 = (B+ fu(x(t),u(t)))
∗

λ (t)+ Ju(x(t),u(t)) (3)
ẋ(t) = A x(t)+Bu(t)+ f (x(t),u(t)),

where x(0) = x0 and λ (T ) = 0. Analogously, by the neces-
sary optimality conditions of the steady state problem there
is an adjoint state λ̄ ∈ X such that

0 =−(A + fx(x̄, ū))∗λ̄ + Jx(x̄, ū)

0 = (B+ fu(x̄, ū))
∗

λ̄ + Ju(x̄, ū)

0 = A x̄+Bū+ f (x̄, ū).

Our goal in this paper is to show the interval turnpike
property of the adjoint λ .

Definition 2.3: We say that the adjoint λ satisfies the
interval turnpike property at the steady state adjoint λ̄ , if
there are strictly monotonously increasing functions s1,s2 :
R≥0→ R≥0 with 0≤ s1(T )≤ s2(T )≤ T such that θ(T ) :=
s2(T )− s1(T ) is strictly monotonously increasing and un-
bounded and for each ε > 0 there is T0 > 0 such that

‖λ (t)− λ̄‖Y ≤ ε ∀t ∈ [s1(T ),s2(T )], T ≥ T0.
For our analysis, we define the remainder terms

r f (t) := f (x(t),u(t))− f (x̄, ū)

and for ? ∈ {x,u}

r f?(t) := f?(x(t),u(t))− f?(x̄, ū),

rJ?(t) := J?(x(t),u(t))− J?(x̄, ū).

Thus, denoting A := A + fx(x̄, ū), B := B + fu(x̄, ū), and
(δx,δu,δλ ) := (x− x̄,u− ū,λ − λ̄ ), we have that

˙δλ (t) =−A∗δλ (t)− r fx(t)
∗
λ (t)+ rJx(t) (4)

0 = B∗δλ (t)+ r fu(t)
∗
λ (t)+ rJu(t) (5)

δ̇x(t) = A δx+Bδu+ r f (t) (6)

with δx(0) = x0− x̄ and δλ (T ) = −λ̄ . It is clear that the
solutions x, u, and λ of eq. (3) depend on T and hence also
δx, δu, and δλ do. However, for the sake of readability,
we do not explicitly indicate this dependence. We note that,
using the definition of δx, δu, and δλ , the inequalities
from Assumption 2.1 and Definition 2.3 can be written as
‖δx(t)‖X +‖δu(t)‖U ≤ ε and ‖δλ (t)‖Y ≤ ε , respectively.

We note that box constraints can be incorporated into the
problem if one assumes that the turnpike lies in the interior
of the constraints. For details see [9, Remark 2.4].

In our subsequent analysis, we will exploit that, due to
Assumption 2.1 and continuity, the remainder terms r f , r f?
and rJ? defined above approach zero for t ∈ [t1(T ), t2(T )]. In
order to make this property rigorous in the appropriate func-
tion spaces, we introduce superposition operators. Intuitively,
a superposition operator is a nonlinear map between function
spaces induced by a given nonlinear function defined on,
e.g., finite-dimensional spaces by superposition. We refer the
interested reader to [33, Sec. 4.3.3] for a short introduction
and [2], [12] for an in-depth treatment of these topics in
Sobolev and Lebesgue spaces of abstract functions. In order
to not hide the main steps behind technical details, we only
consider the case of scalar nonlinearities here.

Definition 2.4: Let Ω ⊂ Rn, n ∈ N. Consider a mapping
ϕ : R→ R. Then the mapping Φ defined by

Φ(x)(ω) = ϕ(x(ω)) for ω ∈Ω

assigns to a function x : Ω→ R a new function z : S→ R
via the relation z(ω) = ϕ(x(ω)) for ω ∈ Ω and is called a
Nemytskij operator or superposition operator.
An immediate question that arises is the following: Given
a function x ∈ Lp(Ω), which integrability does the image



Φ(x) have? It turns out that in case p < ∞, this is coupled
to growth assumptions on the underlying nonlinearity. It is
to be expected as, e.g., for ϕ(x) = x3, the corresponding
superposition operator maps L3p(Ω) to Lp(Ω).

Proposition 2.5: Let ϕ : R→ R be continuous. For 1 ≤
p,q < ∞ let

|ϕ(s)| ≤ c1 + c2|s|
p
q ∀s ∈ R (7)

for constants c1 ∈R and c2 ≥ 0. Then the corresponding su-
perposition operator Φ maps Lp(Ω) into Lq(Ω). Additionally,
it is continuous as a nonlinear map from Lp(Ω) to Lq(Ω),
i.e., if ‖x− z‖Lp(Ω)→ 0, we have that

‖Φ(x)−Φ(z)‖Lq(Ω)→ 0.
Proof: See [12, Thm. 1] and [12, Thm. 4].

It can also be shown that the assumptions of Proposition 2.5
are not only sufficient for continuity, but also necessary, cf.
[12, Thm. 3.1]. Thus, e.g., for a cubic nonlinearity f (x,u) =
−x3 and assuming that the state and control approach the
turnpike in some Lp-norm, the remainder term r f will vanish
in the Lp/3-norm. We now formulate the main assumption
considering the continuity of the remainder terms.

Assumption 2.6: We assume that there is a real Hilbert
space (Y,〈·,〉Y ) with corresponding norm ‖ · ‖Y such that
the superposition operators induced by the remainder terms
r∗fx(t) and rJx(t) for any t ∈ [0,T ] are continuous from X to
L(X ,Y ) and X to Y respectively. Additionally, we assume that
the superposition operators corresponding to the remainder
terms r∗fu(t) and rJu(t) for any t ∈ [0,T ] are continuous from
U to L(U,Y ) and U to U∗ 'U respectively.
We note that the continuity required in this assumption
allows to deduce vanishing right-hand sides of the adjoint
system by continuity and the primal turnpike property. With-
out vanishing source terms in the governing equation of δλ ,
the turnpike, i.e., the convergence of δλ (t) to zero, can not
be expected (even in the finite dimensional case).

Remark 2.7: In the finite-dimensional setting with X =
Y = Rn and U = Rm, n,m ∈ N, the superposition operator
concept is not needed and the subsequent results will hold
for all Lipschitz nonlinearities. In the infinite-dimensional
setting the assumption on continuity of the superposition
operators corresponding to r fu(t) and rJu(t) allows, e.g., for
Y = L2(Ω) if the cost functional is quadratic in the control
and the dynamics include a polynomial nonlinearity in the
control, if U is embedded into an Lp space with large p.
The continuity of the superposition operators corresponding
to r fx(t) and r fu(t) can be verified if the state space X is suf-
ficiently regular and embedded into an Lp-space with p large
and the nonlinearity is, e.g., polynomial in x. Additionally if
the superposition operator corresponding to fx(x̄, ū)∗ can be
extended to a compact operator from the domain of A ∗ in Y
to Y and if the semigroup generated by A ∗ is exponentially
stable, the perturbed operator A∗ = (A + fx(x̄, ū))

∗ generates
a semigroup on Y , cf. [7, Sec. III.2] and Section V.
We assume that A∗ = (A + fx(x̄, ū))

∗ generates a strongly
continuous semigroup (T ∗(t))t≥0 on Y , B∈ L(U,Y ) and that
λ̄ ∈Y and whenever we refer to a solution of (4), we mean it

in the mild sense, i.e., for the adjoint, we have the variation
of constants formula, cf. [24, Sec. 4.2],

δλ (t) = T ∗(T − t)δλ (T )

+
∫ T

t
T ∗(s− t)

(
r fx(s)

∗
λ (s)+ rJx(s)

)
ds.

(8)

III. STABLE OR EXACTLY CONTROLLABLE SYSTEMS

We first analyze two particular cases, to which we will
reduce more general systems in Section IV: On the one
hand the case where A∗ generates an exponentially stable
semigroup on Y and on the other hand the case of (A,B)
being exactly controllable.

Theorem 3.1: Let Assumption 2.6 hold. Let (x,u) satisfy
the interval turnpike property of Assumption 2.1 with the
intervals [t1(T ), t2(T )] and assume that the adjoints satisfy
ρ := supT≥0 ‖λ‖C(t1(T ),t2(T );X) <∞. Assume that A∗ generates
an exponentially stable semigroup (T ∗(t))t≥0 on Y . Then λ

satisfies the interval turnpike property from Definition 2.3.
Proof: First, we write the adjoint equation, i.e., the

first equation of (4), by means of the variation of constants
formula (8) for t ∈ [t1(T ), t2(T )] on [t, t2(T )]

δλ (t) = T ∗(t2(T )− t)δλ (t2(T ))

+
∫ t2(T )

t
T ∗(s− t)

(
r fx(s)

∗
λ (s)+rJx(s)

)
ds.

By exponential stability of the semigroup there is M ≥ 1 and
µ > 0 such that ‖T ∗(t)‖L(Y,Y ) ≤ Me−µt for all t ≥ 0. This
implies the existence of c > 0 such that the estimate

‖δλ (t)‖Y ≤Me−µ(t2(T )−t)‖δλ (t2(T ))‖Y
+ c
(
‖r fx‖C(t,t2(T );L(X ,Y ))ρ +‖rJx‖C(t,t2(T );Y )

)
holds for all t ∈ [t1(T ), t2(T )]. Setting s1(T ) := t1(T ),
s2(T ) := t1(T )+(t2(T )−t1(T ))/2, and recalling that t2(T )−
t1(T )→∞ as T →∞, we obtain for sufficiently large T that
Me−µ(t2(T )−t) ≤ 1/2 for all t ∈ [s1(T ),s2(T )]. This implies

‖δλ (t)‖Y ≤ 2c
(
‖r fx‖C(t,t2(T );L(X ,Y )ρ +‖rJx‖C(t,t2(T );Y )

)
for all t ∈ [s1(T ),s2(T )]. The assertion follows since
‖r fx‖C(t,t2(T );L(X ,Y ) → 0 and ‖rJx‖C(t,t2(T );Y ) → 0 as T → ∞

due to Assumptions 2.1 and 2.6.
Remark 3.2: The above choice of s2(T ) is not unique, as

we can also choose s2(T ) := t1(T )+ (t2(T )− t1(T ))/n for
any n ∈ N with n≥ 2.

Remark 3.3: If we add a term σT (t) with
‖σT‖C(t,t2(T );Y ) < ∞ on the right hand side of (4), then
a straightforward extension of the proof shows that for all
sufficiently large T we obtain

‖δλ (t)‖Y ≤ ε +2c‖σT‖C(t,t2(T );Y )

for all t ∈ [s1(T ),s2(T )].
Remark 3.4: If the times t1(T ) and t2(T ) in the interval

turnpike property for state and control satisfy (t2(T ) −
t1(T ))/T ≥ C(T ) for a function C : R≥0 → R≥0, then the
times s1(T ) and s2(T ) of the adjoint turnpike property can
be chosen to satisfy (s2(T )− s1(T ))/T ≥C(T )/2.



Next, we discuss the case of (A,B) being exactly control-
lable.

Definition 3.5: [5, Def. 4.1.3] For any τ ∈ [0,T ], we define
the controllability map φτ : L2(0,τ;U)→ Y by

φτ u :=
∫

τ

0
T (τ− s)Bu(s)ds.

We call (A,B) exactly controllable in time tc > 0 if ranφtc =
Y . Similarly, we call (A,B) approximately controllable in
time tc if ranφtc = Y .

It is clear that exact and approximate controllability co-
incide in finite-dimensions. An important characterization
of controllability is the following observability inequality,
which was proven first in the seminal paper [22] with the
Hilbert Uniqueness Method.

Theorem 3.6: [5, Thm. 4.1.7] (A,B) is exactly control-
lable in time tc > 0 if and only if there is αtc > 0 such that∫ tc

0
‖B∗T ∗(s)x0‖2

U ds≥ αtc‖x0‖2
Y ∀x0 ∈ Y.

Using substitution in the previous estimate we immediately
obtain that∫ t

t−tc
‖B∗T ∗(t− s)δλ (t)‖2

U ds≥ αtc‖δλ (t)‖2
Y (9)

for all δλ (t) ∈ Y and t ∈ [tc,T ].
This enables us to derive the following bound on

‖δλ (t)‖Y .
Theorem 3.7: Let (A,B) be exactly controllable in time

tc > 0. Then there is c > 0 independent of T , such that

‖δλ (t)‖2
Y ≤ c

∫ t

t−tc
‖r fu(s)

∗
λ (s)+ rJu(s)‖2

U

+‖− r fx(s)
∗
λ (s)+ rJx(s)‖2

Y ds.
Proof: The proof of this estimate is inspired by [26,

Proof of Rem. 2.1], where the finite-dimensional case is
considered. We decompose δλ = δλ1 +δλ2, where for any
s < t

˙δλ1(s) =−A∗δλ1(s), δλ1(t) = δλ (t),
˙δλ2(s) =−A∗δλ2(s)− r fx(s)

∗
λ (s)+ rJx(s), δλ2(t) = 0,

and apply the observability estimate (9) to δλ1(s) =T ∗(t−
s)δλ (t). This yields

αtc‖δλ (t)‖2
Y ≤

∫ t

t−tc
‖B∗δλ1(s)‖2

U ds

≤
∫ t

t−tc
‖B∗δλ (s)‖2

U +‖B∗δλ2(s)‖2
U ds.

Further, we estimate∫ t

t−tc
‖B∗δλ2(s)‖2

U ds

≤
∫ t

t−tc
‖B∗

∫ t

s
T ∗(τ− s)(−r fx(τ)

∗
λ (τ)+ rJx(τ))dτ‖2

U ds

≤ c(tc)
∫ t

t−tc
‖− r fx(s)

∗
λ (s)+ rJx(s)‖2

Y ds.

Finally, by (5), we have that∫ t

t−tc
‖B∗δλ (s)‖2

U =
∫ t

t−tc
‖r fu(s)

∗
λ (s)+ rJu(s)‖2

U ds,

which concludes the proof.
Since the right hand side of the inequality from Theorem

3.7 obviously tends to zero if the integrands tend to zero, we
immediately obtain the following corollary.

Corollary 3.8: Let Assumption 2.6 hold and let (A,B)
be exactly controllable in time tc > 0. Let (x,u) satisfy
the turnpike property of Assumption 2.1 with the intervals
[t1(T ), t2(T )] and assume that the adjoints satisfy ρ :=
supT≥0 ‖λ‖C(t1(T ),t2(T );Y ) < ∞. Then λ satisfies the interval
turnpike property from Definition 2.3 with s1(T ) = t1(T )+tc
and s2(T ) = t2(T ).

Proof: Follows immediately from Theorem 3.7.
Remark 3.9: Under the assumptions of Remark 3.4,

for the times from Corollary 3.8 the estimate (s2(T )−
s1(T ))/T ≥C(T )− tc/T holds.

Remark 3.10: Similar to Remark 3.3, it is easily seen from
the proof of Theorem 3.7 that if we add a term σT (t) with
‖σT‖C(t−tc,t;Y ) ≤ σ̄T < ∞ and ρT (t) on the right hand sides
of (4) and (5), respectively, then the result of Theorem 3.7
changes to

‖δλ (t)‖2
Y ≤ c

∫ t

t−tc
‖r fu(s)

∗
λ (s)+ rJu(s)+σT (s)‖2

U (10)

+‖− r fx(s)
∗
λ (s)+ rJx(s)+ρT (s)‖2

Y ds.
We then obtain as a counterpart for the inequality in Defini-
tion 2.3 the bound

‖δλ (t)‖Y ≤ ε + c(σ̄T + ρ̄T ) ∀t ∈ [s1(T ),s2(T )], T ≥ T0.

IV. STABILIZABLE SYSTEMS WITH FINITE-DIMENSIONAL
UNSTABLE PART

In this section we extend our results to exponentially
detectable (A∗,B∗), where the unstable part of A∗ is finite-
dimensional and B∗ has finite rank. We note that this includes
all finite-dimensional systems with stabilizable linearization.
In order to define the correct setting for infinite-dimensional
systems, we present the spectrum decomposition assumption
as follows.

Definition 4.1: [5, Def. 5.2.5] Denoting σ+(A) :=σ(A)∩
{s ∈ C :Res≥0} and σ−(A) := σ(A)∩{s ∈ C :Res<0}, an
operator A satisfies the spectral decomposition assumption if
σ+(A) is bounded and separated from σ−(A) in such a way
that a rectifiable, simple, closed curve Γ can be drawn so as
to enclose an open set containing σ+(A) in its interior and
σ−(A) in its exterior.

If A∗ satisfies the spectrum decomposition assumption,
there exists a decomposition of Y given by Y =Yu⊕Ys, where
Yu = PY , Ys = (I−P)Y , and P is the projection according to
[5, Lem. 2.5.7]. Moreover, the spectral projection yields a
linear coordinate transform such that the pair (A∗,B∗) can
be transformed into the form

Ã∗ =
[

A∗u 0
0 A∗s

]
, B̃∗ =

[
B∗u B∗s

]
(11)

where A∗u,B
∗
u,A
∗
s ,B
∗
s are restrictions of A∗ and B∗ to Yu and

Ys, respectively. Note that A∗u and B∗u are bounded operators.
We impose the following assumption on A∗.



Assumption 4.2: A∗ satisfies the spectrum decomposition
assumption such that it has the decomposition according to
(11), where A∗u is finite-dimensional and A∗s is exponentially
stable.

If we split up the transformed adjoint accordingly via

δ̃ λ =

[
δλu
δλs

]
, λ̃ =

[
λu
λs

]
, (12)

then the equations (4) and (5) attain the form

˙δλu =−A∗uδλu− r̃∗1λu− r̃∗2λs + r̃3 (13)
˙δλs =−A∗s δλs− r̃∗7λu− r̃∗8λs + r̃9 (14)
0 = B∗uδλu +B∗s δλs + r̃4λu + r̃5λs + r̃6. (15)

Here, the terms r̃ j are derived via coordinate transformation
and splitting from the remainder terms in (4)–(6) and—up to
multiplication by appropriate constants—satisfy the same es-
timates as these remainder terms. Using this decomposition,
we can prove the following theorem.

Theorem 4.3: Let Assumption 2.6 hold. Let (x,u) satisfy
the turnpike property of Assumption 2.1 on [t1(T ), t2(T )]
and assume that ρ := supT≥0 ‖λ‖C(t1(T ),t2(T );Y ) < ∞. Let As-
sumption 4.2 hold and further assume that B∗ has finite rank
and (A∗,B∗) is exponentially detectable. Then λ satisfies the
interval turnpike property from Definition 2.3.

Proof: First note that the claimed property holds for δλ

if and only if it holds for the transformed adjoint δ̃ λ from
(12). The property for δ̃ λ , in turn, holds if and only if it holds
for the two components δλu and δλs. Moreover, note that the
assumed exponential detectability of (A∗,B∗) implies that the
finite-dimensional pair (A∗u,B

∗
u) is (exponentially) detectable,

and hence, (exactly) observable by Hautus rank condition [5,
Def. 1.2.6].

We start by applying the extension of Theorem 3.1 de-
scribed in Remark 3.3 to δλs, with σT = −r̃∗7λu. We note
that the fact that equation (15) contains additional terms
compared to equation (5) does not affect the applicability
of Theorem 3.1 and Remark 3.3, because equation (5) is
not used in its proof. Due to the uniform boundedness of λ

which implies uniform boundedness of λu, σT tends to zero
as T → ∞ on [t1(T ), t2(T )]. Hence, we obtain the desired
property for δλs on an interval [s̃1(T ), s̃2(T )]. We note that
by the construction in the proof of Theorem 3.1 we obtain
[s̃1(T ), s̃2(T )]⊂ [t1(T ), t2(T )].

Now for δλu we use the extension of Theorem 3.7 de-
scribed in Remark 3.10 with σT =−r̃∗2λs and ρT = B∗s δλs−
r̃∗5λs, on [s̃1(T ), s̃2(T )]. Since all terms become arbitrarily
small on [s̃1(T ), s̃2(T )] as T → ∞, we obtain the desired
estimate for δλu on [s1(T ),s2(T )] with s1(T ) = s̃1(T )+ tc
and s2(T ) = s̃2(T ).

So far we do not know general conditions for the bound-
edness of the adjoints. However, for concrete examples this
property can be checked. For instance, it holds if we set X =
H1

0 (Ω), Y = L2(Ω), choose A = ∆ with Dirichlet boundary
conditions and consider f (x,u) = f (x) monotonously non-
increasing, and running cost J(x,u) = 1

2‖x − xd‖2
L2(Ωo)

+
1
2‖u−ud‖2

L2(Ωc)
. For details see [9, Example 6.3].

V. NUMERICAL EXAMPLE

We present an example with a semilinear heat equation
on a domain Ω = [0,1]2. The control acts on a subdomain
Ωc = {(ω1,ω2) ∈ Ω |ω2 ≥ 0.5}. We consider homogeneous
Dirichlet boundary conditions and zero initial value, i.e.,

ẋ− (0.1∆−1)x+ x3 = χΩcu in [0,T ]×Ω,

x = 0 in [0,T ]×∂Ω,

x(0) = 0 in Ω.

0 2 4 6 8 10
0

1

2

3

4

time t

‖x(t)‖H1(Ω)

‖λ (t)‖H1(Ω)√
α‖u(t)‖L2(Ωc)

Fig. 1. Turnpike property of state, adjoint and control.

Fig. 2. Comparison of dynamic variables (x,u,λ ) at time t = 5 (above) vs
steady state variables (x̄, ū, λ̄ ) (below)

As a cost function, we consider∫ T

0
J(x(t),u(t))dt

=
1
2

∫ T

0
‖x(t)− xd‖2

L2(Ω)+α‖u(t)‖2
L2(Ωc)

dt,

and we set α = 10−2. We choose the time horizon T = 10.
The reference trajectory is defined by xd(ω1,ω2) := 1 for
ω1 < 0.5 and xd(ω1,ω2) :=−1 otherwise.

We implement and solve the optimal control problem with
the C++-library for vector space algorithms Spacy1 using the
finite element library Kaskade7 [13]. For in-depth analysis of
semilinear parabolic optimal control problems we refer the
reader to [28] or [33, Chap. 5]. Considering the regularity
of the static adjoint, for sufficiently smooth data we obtain
that λ̄ ∈ C(Ω̄), cf. [4]. We set A = 0.1∆+ 1 and ϕ(x) =
x3 and denote the superposition operator corresponding to

1https://spacy-dev.github.io/Spacy/



ϕ ′(x) = 3x2 by Φ. Note that the semigroup of A is not
exponentially stable due to the addition of 1 and the fact
that the smallest eigenvalue of -0.1∆ with Dirichlet boundary
conditions is given by 0.1 · 2π < 1 on the unit square. We
numerically verify that the turnpike property of Assumption
2.1 for the optimal state and control holds in X =H1(Ω) and
U = L2(Ωc), cf. Figure 1. There, we also depict the resulting
turnpike for the adjoint. In Figure 2, we depict a snapshot
of the dynamic solution and compare it to the steady state
solution for state, control and adjoint.

While the turnpike property of the state and adjoints
is verified numerically, the remaining assumptions can be
checked analytically as follows. By the classical embeddings
H1(Ω) ↪→ Lp(Ω) for any 1 ≤ p < ∞ for Ω ⊂ R2, cf. [33,
Sec. 7.1] or [1, Chap. V] and as the nonlinearity is cubic,
the occurring superposition operators satisfy Assumption 2.6
for Y = L2(Ω). Moreover, as D(A ∗) = {v ∈ H2(Ω) |v =
0 on ∂Ω} ↪→H1(Ω) = X compactly, the perturbation Φ(x̄)∈
L(X ,Y ) is A ∗-compact and A∗ = A ∗ + Φ(x̄)∗ generates
an analytic semigroup on L2(Ω), and D(A∗) = D(A ∗), cf.
[7, Chap. III, Thm. 2.10]. Thus, assuming additionally a
boundedness condition of the adjoint, Theorem 4.3 applies
and we obtain the turnpike property for the adjoint in Y =
L2(Ω). In Figure 1 we observe that the turnpike property for
the adjoint even holds in the stronger H1(Ω)-norm.

VI. SUMMARY

This paper presented a turnpike result for the adjoints
of finite- and infinite-dimensional nonlinear optimal control
problems under the assumption of an interval turnpike on
states and controls. It focused on the case of stabilizable
dynamics governed by a generator of a semigroup with finite
dimensional unstable part satisfying a spectral decomposition
condition. We have shown the desired turnpike property
under continuity assumptions on the first-order optimality
conditions. We illustrated our results considering a semilinear
heat equation.
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